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List of major symbols and notations 

 

2D – 2-dimensional; 

3D – 3-dimensional; 

ACC – accuracy; 

BT – biological tissue; 

CNN – convolutional neural network; 

DBMS– database management system; 

DNN – deep neural networks; 

DR – diabetic retinopathy; 

DSS – decision support system; 

FAG – fluorescence angiography; 

MA – microaneurysm; 

MAE – mean absolute error; 

MSE – mean squared error; 

NN – neyral network; 

OCT – optical coherence tomography; 

PDR – proliferative diabetic retinopathy; 

PRE – precision; 

REC – recall; 

ReLU – rectified linear unit; 

RGB – red, green, blue; 

ROC – receiver operating characteristic curve; 

SP – specificity.   
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Introduction 

 

The world is witnessing a growing pandemic of diabetes, which is 

one of the most common chronic diseases in the world. According to 

the World Health Organization, at the beginning of 2020, more than 

420 million people worldwide suffered from this disease [1]. Diabetes 

can lead to a range of serious health complications, including vision 

problems. 

In this regard, the development of an information system for the 

diagnosis of diabetic retinopathy is an important task in the medical 

field. Such a system can greatly facilitate the diagnostic process and 

help doctors detect and treat diabetic retinopathy in time [2]. Normal 

and diabetic retinal images are illustrated in Figure 1.1. 

 

 
Figure 1.1. Examples of normal retinal and diabetic retinal [3] 

 

Modern technologies make it possible to automate the process of 

diagnosing diabetic retinopathy [4, 5, 6, 7] and provide quick and 

accurate analysis. This requires the development of a special 

information system that would allow diagnostics using retinal images 

obtained with the help of various medical devices. 

The application of machine learning and image processing 

methods can become a powerful tool in the development of such an 

information system [8, 9, 10, 11, 12, 13]. Machine learning is a branch 

of artificial intelligence that deals with the development of algorithms 

and models that can learn from data and make predictions based on 

new data. Image processing includes a number of methods that allow 
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you to process and analyze images for the purpose of detecting diseases 

and complications. 

The development of an information system for the diagnosis of 

diabetic retinopathy is an urgent task, because such a system can be 

useful for doctors and patients who are faced with the problem of 

diabetic retinopathy [14, 15, 16, 17]. The developed system can provide 

fast and accurate analysis of retinal images, which will allow doctors to 

detect and treat diabetic retinopathy in time, preventing vision loss and 

blindness in patients [18, 19, 20, 21]. 

In addition, the development of an information system for the 

diagnosis of diabetic retinopathy can become the basis for further 

research and development in the field of medical informatics [7, 22, 23, 

24, 25, 26]. An important component of such research is the search for 

new methods and algorithms for image processing that can be applied 

to the diagnosis of other diseases of the visual organs and, in general, to 

improve the quality of medical diagnostics [27]. 

In a lot of scientific studies, information systems for the diagnosis 

of diabetic retinopathy, which are based on methods of machine 

learning and image processing, have already been developed and tested 

[13, 28, 29, 30, 31, 32, 33]. However, more research and development 

is needed to improve the efficiency and accuracy of such systems and 

make them more accessible and user-friendly for medical personnel [9, 

14, 34, 35]. 

Therefore, the development of an information system for the 

diagnosis of diabetic retinopathy is a relevant and important research 

that can have a significant positive impact on the practice of diabetes 

treatment and reduce the risk of serious complications in patients [36, 

37, 38, 39, 40, 41]. 

Methods of image processing, machine learning and statistical data 

analysis will be used to implement these tasks. As part of the study, an 

analysis of the solutions available on the market for the diagnosis of 

diabetic retinopathy will be carried out, which will allow to identify 

their advantages and disadvantages, as well as to determine the 

possibilities of further improvement of the developed information 

system. 

Therefore, the results of the study will allow to develop an 

effective information system for the diagnosis of diabetic retinopathy, 

which can become an important tool for practicing doctors and improve 

the quality of diagnosis and treatment of this disease [39, 42, 43, 44]. 
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Within the framework of this study, the main aspects of the 

diagnosis of diabetic retinopathy will be considered, in particular, the 

mechanism of the development of the disease and its clinical signs [22, 

45, 46, 47]. For a more detailed understanding of the problem, 

scientific articles and publications dedicated to the study of this issue 

will be analyzed [48, 49, 50, 51, 52]. 

In addition, basic imaging techniques that can be used to analyze 

retinal images and identify signs of diabetic retinopathy will be 

reviewed. Different approaches to image processing will be analyzed, 

in particular, machine learning methods that allow determining signs of 

retinopathy based on the analysis of a large number of images. 

The work will develop software that allows automated analysis of 

retinal images and determination of signs of diabetic retinopathy. The 

developed software will be tested on the basis of retinal images 

obtained as a result of the diagnosis of retinopathy in patients with 

diabetes. 

To evaluate the effectiveness of the developed information system, 

a comparative analysis of the results of retinopathy diagnosis, obtained 

using the developed system and traditional diagnostic methods, will be 

conducted. The results of the analysis will make it possible to draw 

conclusions about the effectiveness of the developed system and 

compare it with solutions available on the market for the diagnosis of 

diabetic retinopathy [53, 54]. 

This study is of great importance for practical medicine and may 

contribute to the improvement of the diagnosis of diabetic retinopathy 

and the development of more effective methods of treatment of this 

disease. The results of the study may be useful for ophthalmologists 

who diagnose and treat diabetic retinopathy, as well as for patients with 

diabetes who are at risk of developing this disease. 

For image processing in this study, computer vision algorithms 

will be used, which allow automatic analysis of images and obtaining 

information from them [55, 56, 57, 58, 59]. Computer vision is already 

used in medicine, in particular, to diagnose cancer and other diseases. 

This study will use the materials and results of previous studies in 

the field of diagnosing diabetic retinopathy and the application of 

machine learning and image processing methods in medicine [60, 61, 

62, 63]. In particular, research using deep learning will be used to 

diagnose diabetic retinopathy based on images of patients' eyes [56, 57, 

58, 64, 65]. The results of research on the development of a diabetic 
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retinopathy diagnostic system based on image processing and machine 

learning methods will also be used [66, 67, 68, 69, 70]. 

The dissertation work will be accompanied by relevant materials, 

including graphic images, tables and analytical notes. In particular, 

image samples will be created that can be used to diagnose diabetic 

retinopathy, and the results of testing the developed information system 

on real retinal images will also be presented. 

The main contribution of this study is the development of an 

information system that can help doctors quickly and effectively 

diagnose diabetic retinopathy, which will provide more effective 

treatment and prevention of complications in patients with diabetes. 

The dissertation will describe in detail the development of an 

information system for the diagnosis of diabetic retinopathy, including 

the analysis of existing diagnostic methods, the selection of image 

processing approaches and methods, the development of algorithms 

and software. 

Experimental studies will also be conducted, which will allow to 

evaluate the effectiveness of the developed information system and 

compare it with existing diagnostic methods. For this purpose, real 

images of the retina of patients with diabetes will be used. 

In addition, the dissertation will consider the use of artificial 

intelligence in the diagnosis of diabetic retinopathy, as well as possible 

directions for the further development of the developed information 

system. 

Therefore, this dissertation has a significant practical contribution 

to the development of medical technology and will help to improve the 

diagnosis of diabetic retinopathy, which can reduce the number of 

complications in patients with diabetes and improve their quality of 

life. 

Also, the research will use methods of identifying features that 

allow describing image properties associated with diabetic retinopathy. 

These methods include the determination of textural features that can 

help in recognizing changes in eye tissues, as well as geometric 

structure features that allow us to describe the shape and location of 

various structures in the eye. 

Open source software and libraries for machine learning and image 

processing, such as TensorFlow, Keras, OpenCV and others, will be 

used to develop an information system for the diagnosis of diabetic 
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retinopathy. This will reduce development costs and allow for a system 

that is more accessible to doctors and patients. 

In addition, the development of an information system for the 

diagnosis of diabetic retinopathy can have a significant impact on 

modern medicine. Diabetes is quite common, and diabetic retinopathy 

can lead to serious complications, including vision loss and permanent 

eye damage. Development of an effective diagnostic system can help 

detect this disease in time and prevent its development. 

Therefore, this study is an important step in the development of an 

information system for the diagnosis of diabetic retinopathy using 

machine learning and image processing methods. The possibility of 

creating a more effective diagnostic system depends on the results of 

the study, which can have a significant impact on people's health and 

reduce the number of cases of vision loss and irreversible eye damage 

in diabetic patients.  
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1 Analysis of methods. Advancements in eye diagnosis:  

The role of AI in medical imaging 
 

1.1 Convolutional Neural Networks 

 

Recent advances in artificial intelligence and machine learning 

have opened new horizons in automating the analysis of visual data. 

One of the most significant areas of progress is the application of 

Convolutional Neural Networks (CNNs), which have proven to be a 

powerful tool for processing and interpreting images. CNNs have 

become an integral part of fields such as medical diagnostics, 

autonomous systems, biometrics, robotics, and intelligent video 

surveillance.   

The popularity of CNNs is largely due to their ability to 

automatically extract multi-layered features from images, eliminating 

the need for manual feature engineering. CNN architectures are 

effectively used to solve tasks such as classification, segmentation, 

localization, and object detection in various visual environments. 

Thanks to their adaptability and high accuracy, CNNs have become key 

components in decision support systems, particularly in medicine, 

where precision and interpretability are of critical importance. 

CNNs are especially widely used in ophthalmology for the 

diagnosis of diseases such as diabetic retinopathy, glaucoma, cataracts, 

and other eye conditions. Their implementation enables automated 

analysis of fundus images, improves diagnostic accuracy, and reduces 

the burden on healthcare professionals. In parallel, ongoing research 

explores the integration of CNNs with other architectures such as 

Vision Transformers (ViT), recurrent networks, and optimization 

methods, opening new prospects for developing hybrid and more 

precise models. 

 
Figure 2.1. The main stages of image processing in a CNN model 
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In [71], a method for classifying diabetic retinopathy (DR) using a 

convolutional neural network (CNN) is presented, incorporating the 

ResNet architecture and YOLO. The model is designed to recognize 

three stages of DR: normal retina (NR), non-proliferative (NPDR), and 

proliferative (PDR) retinopathy. Fundus images undergo preprocessing 

through noise filtering and normalization before being fed into the 

CNN. The network utilizes convolutional layers, ReLU activation, max 

pooling, and a dropout layer to enhance generalization. YOLO provides 

fast and accurate localization of pathological areas. The model was 

trained on 5500 images and achieved high accuracy, up to 94.5% for 

NPDR. The method’s advantages include high performance, automatic 

feature extraction, and potential for clinical application. However, the 

model is limited to three stages of the disease and does not cover, for 

example, macular edema. Other noted drawbacks include high 

hardware requirements, long training times, and relatively low 

specificity. Future improvements may involve optimizing 

computational efficiency and expanding classification capabilities. 

The method presented in [72] proposes the use of pre-trained 

convolutional neural networks (CNNs) for classifying multiple eye 

diseases based on fundus images. The approach focuses on four 

classes: normal condition, cataract, glaucoma, and diabetic retinopathy. 

Before being fed into the model, images undergo preprocessing, 

including background removal and resizing to 224×224 pixels, which 

enhances feature extraction quality. InceptionV3, MobileNetV2, 

EfficientNetB0, and EfficientNetB1 are used as both feature extractors 

and classifiers. MobileNetV2 achieved the best results, with an 

accuracy of 98.53% and high precision and recall values. Using pre-

trained models significantly reduced the number of trainable 

parameters and sped up the training process. The method also offers 

good scalability and is suitable for multi-class classification. 

Advantages include high accuracy, versatility, and reduced risk of 

overfitting. However, some misclassifications occur between visually 

similar conditions (e.g., glaucoma and cataract), which calls for further 

refinement. The method could be improved by incorporating additional 

clinical features, such as patient history and demographic data. 

The study presents a comparative analysis of convolutional neural 

network (CNN) architectures, specifically VGG16, VGG19, ResNet18, 

and ResNet50, for automated detection of ophthalmic diseases [73]. It 

targets four common eye conditions: cataract, diabetic retinopathy, 
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glaucoma, and normal eye. The dataset, sourced from Kaggle, includes 

4,217 labeled retinal images. The models were fine-tuned using transfer 

learning, trained for 25 epochs with hyperparameter optimization and 

early stopping. VGG architectures outperformed the ResNet models in 

all metrics, with VGG19 achieving the highest accuracy of 92%, 

followed by VGG16 at 91%. ResNet18 and ResNet50 achieved 87% 

and 85% accuracy, respectively. The system also employed Gradio UI 

to enable real-time diagnosis via a user-friendly web interface. 

Confusion matrices revealed that all models accurately identified 

diabetic retinopathy, but struggled to distinguish glaucoma from other 

conditions. VGG models showed better generalization with minimal 

overfitting, as evidenced by smooth training and validation curves. 

However, challenges such as data imbalance and limited 

interpretability of CNNs remain. The study concludes that VGG19 

offers a robust solution for eye disease detection and recommends 

further enhancements through model refinement and clinical 

collaboration. The findings contribute to more efficient and accessible 

diagnostic tools in ophthalmology. 

In study [74], a hybrid method for eye disease classification is 

proposed using Convolutional Neural Networks (CNNs) and Vision 

Transformers (ViT). To enhance classification performance, the 

authors extract features from two different pre-trained CNN models 

(e.g., EfficientNetB0 and VGG16), which are then concatenated and 

fed into a classifier. Principal Component Analysis (PCA) is applied to 

reduce the dimensionality of the combined features. The model is 

trained on a large dataset containing over 9,800 images of various eye 

diseases, including glaucoma, cataract, diabetic retinopathy, and others. 

During the classification phase, ViT is used to capture global 

relationships between image regions. Results show that ViT achieves 

the highest accuracy of 98.1%, outperforming CNN-based feature 

fusion models that reached up to 97.32%. Advantages of the method 

include high accuracy, scalability, and the ability to detect complex 

visual patterns. A key benefit of ViT lies in its ability to analyze spatial 

relationships without relying on convolution operations. However, the 

method demands significant computational resources and longer 

training time. Challenges also remain in model interpretability and in 

selecting the optimal architecture for specific diseases. 

The [75] presents a deep learning-based framework for automated 

screening and diagnosis of ophthalmic diseases using convolutional 



 

14 

neural networks (CNNs). It focuses on classifying fundus images into 

four categories: normal, glaucoma, diabetic retinopathy, and cataract. 

The dataset used contains over 10,000 labeled retinal images with 

varied quality and disease severity. The architecture is based on a deep 

CNN with multiple convolutional and pooling layers followed by fully 

connected layers. The authors implemented dropout and batch 

normalization to reduce overfitting and improve model generalization. 

The model achieved an accuracy of 94.7% and an F1 score of 93.2% on 

the test set. Performance was evaluated using precision, recall, 

accuracy, and AUC metrics. Grad-CAM visualization was applied to 

interpret model decisions by highlighting important regions in the 

fundus images. The system outperformed several traditional machine 

learning methods and earlier shallow CNN models. One of the 

strengths of the method is its ability to learn hierarchical features 

directly from raw image data. However, the model performance 

declined when tested on images from different devices or datasets. The 

authors suggest future improvements via transfer learning, data 

augmentation, and domain adaptation techniques. 

System [76] presents a computer-aided diagnosis approach for eye 

diseases based on Convolutional Neural Networks (CNN), capable of 

classifying images into six categories: normal, glaucoma, strabismus, 

eye protrusion, uveitis, and cataract. The dataset used consisted of 

2,893 images collected from the Kaggle platform, which were quality-

validated and divided into training and testing sets. Prior to training, the 

images were normalized, augmented, and resized to a uniform size of 

150×150 pixels. To optimize the training process, two algorithms were 

compared: Adam and Stochastic Gradient Descent (SGD). The CNN 

model using the Adam optimizer achieved an accuracy of 94%, 

significantly outperforming the model with SGD, which achieved only 

48%. Adam provided more stable convergence and superior precision, 

recall, and F1-score across all classes. Results also showed that SGD 

was less robust to data variability and more prone to overfitting. The 

CNN architecture included three convolutional layers, three pooling 

layers, and two fully connected layers, using ReLU and SoftMax 

activation functions. The authors highlighted that the choice of 

optimizer plays a crucial role in improving classification accuracy. 

Among the strengths of the method are high accuracy and diagnostic 

automation, making it a useful support tool in clinical practice. 
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Limitations include high computational requirements and the need for 

further clinical validation. 

Method [77] proposes an approach for early detection of Autism 

Spectrum Disorder (ASD) using Artificial Neural Networks (ANN) and 

Convolutional Neural Networks (CNN). The diagnosis is based on gaze 

path images obtained via eye-tracking technology, which is non-

invasive and child-friendly. The study uses a dataset that includes eye 

movement images of children with and without ASD, expanded 

through data augmentation to a total of 2,555 images. During 

preprocessing, the images were converted to grayscale and resized to 

100×100 pixels. The ANN model was trained on vectorized images 

transformed using Principal Component Analysis (PCA), achieving an 

accuracy of 74.57%. In contrast, the CNN model based on a modified 

AlexNet architecture achieved a higher accuracy of 85.28%. CNN’s 

main advantages include capturing spatial and temporal dependencies, 

reducing the number of parameters, and weight sharing. Both models 

employed Early Stopping, Checkpoint, and learning rate reduction 

techniques. Gaze trajectory visualization, including fixations and 

saccades, enabled interpretation of subject behavior. The results 

confirm the potential of deep neural networks for early ASD diagnosis. 

The method is particularly useful in clinical practice to accelerate 

diagnosis and provide timely support to children. 

A method for early detection and classification of ophthalmic 

diseases using enhanced Convolutional Neural Networks (CNN) is 

presented in [78]. For the diagnosis of five classes (strabismus, 

cataract, chalazion, keratitis, and healthy eye), both a custom CNN 

model and pre-trained architectures — SqueezeNet, VGG16, and 

ResNet50 combined with LSTM — were used. The dataset consisted of 

2,402 images gathered from open sources and was expanded through 

augmentation techniques such as rotation, scaling, and flipping. All 

images were resized to 64×64 pixels, normalized, and encoded. 

Training was conducted using the Adam optimizer, cross-entropy loss 

function, and overfitting prevention techniques such as Dropout and 

Early Stopping. SqueezeNet achieved the highest test accuracy of 

98.16%, outperforming VGG16, the custom CNN, and ResNet50-

LSTM. Evaluation based on precision, recall, and F1-score further 

confirmed SqueezeNet's superiority. The model showed particularly 

strong performance in identifying keratitis and cataract. Advantages of 

the method include high accuracy, stability, and classification 
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efficiency. However, the authors note the need to increase the number 

of disease classes and optimize image preprocessing. The approach is 

promising for clinical use, especially in resource-limited settings. 

Convolutional Neural Networks (CNNs) have proven to be one of 

the most powerful and effective tools for image processing. Due to 

their ability to automatically extract and analyze multi-layered features, 

CNNs have found wide application across various fields, particularly in 

medical diagnostics and ophthalmology. CNN architectures 

demonstrate high accuracy, adaptability, and robustness to noise, 

making them indispensable for tasks such as image classification, 

detection, and segmentation. Although they require significant 

computational resources and large datasets for training, the 

development of optimized and hybrid models continues to expand the 

capabilities of CNNs in intelligent visual information analysis systems. 

 

 

1.2 U-Net method 
 

The advancement of deep learning in recent years has led to 

significant progress in image segmentation, particularly in biomedical 

applications. One of the most effective and widely used architectures 

for semantic segmentation tasks is U-Net - a convolutional neural 

network first introduced in 2015 for the segmentation of microscopic 

images. Due to its versatility, high accuracy, and ability to perform well 

with limited annotated data, U-Net quickly became a standard in 

medical imaging. 

A distinctive feature of the U-Net architecture is its symmetric 

encoder–decoder structure with skip connections linking corresponding 

convolutional and upsampling layers. These connections enable 

effective restoration of spatial resolution, improving localization and 

segmentation accuracy. Over the years, many modifications of U-Net 

have been proposed, including Residual U-Net, Attention U-Net, 

Transformer U-Net, and others—each adapted to specific tasks and 

image types. 

-   Net has proven effective in tasks such as: 

- segmentation of the pupil and iris in videonystagmography for 

diagnosing vestibular disorders; 

-   detection of pathological regions in diabetic retinopathy; 
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-  automatic segmentation of blood vessels, optic disc, and optic 

cup for glaucoma diagnosis; 

-  identification of congenital anomalies such as eye coloboma 

based on OCT and fundus images. 

The relevance of U-Net is also due to its robustness to noise, 

adaptability to various color spaces (e.g., CMYK instead of RGB), and 

its compatibility with transformers, autoencoders, and attention-

enhancing algorithms. These features make U-Net one of the most 

promising approaches for developing intelligent systems for automated 

diagnosis in ophthalmology. 

 

  
Figure 2.2. U-Net architecture for semantic image segmentation 

 

The proposed method is aimed at pupil segmentation in 

videonystagmography (VNG) to improve the accuracy of diagnosing 

benign paroxysmal positional vertigo (BPPV) [79]. The core of the 

approach is a combination of the convolutional neural network U-Net 

and the RANSAC algorithm, which is robust to noise and outliers. The 

CASIA-Iris-Degradation dataset is used as the input, containing various 

types of noise such as eyelid and eyelash movements, glare, and 

camera shifts. 
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The image preprocessing stage includes resizing and correction of 

annotation coordinates. RANSAC is applied for elliptical 

approximation of the pupil shape, providing noise resilience, while U-

Net is responsible for precise segmentation. The effectiveness of the 

method was evaluated using the mean squared error (MSE) metric. 

Experiments demonstrated that the combined approach (RANSAC + U-

Net) achieves the best results on noise-free images and delivers reliable 

performance under different noise conditions. 

The research work [80] focuses on the automatic segmentation of 

retinal lesions in diabetic retinopathy (DR) using an enhanced U-Net 

architecture. The analysis was conducted using the publicly available 

IDRiD dataset, which includes pixel-wise annotated images with DR 

features such as hard and soft exudates, microaneurysms, and 

hemorrhages. 

A key feature of the method is the use of CMYK channels instead 

of RGB, as different lesions are more distinguishable in specific color 

components. Additionally, a residual learning unit was integrated into 

the U-Net structure, allowing for a deeper model and improved 

resistance to vanishing gradients. Further preprocessing steps included 

contrast adjustment, color normalization, and noise reduction, which 

enhance detection accuracy. 

The results showed that the Enhanced U-Net outperforms the 

classical U-Net in metrics such as sensitivity, specificity, Dice, and 

Jaccard indices. For instance, sensitivity in detecting hemorrhages 

reached 99.22%, and the Dice coefficient was 0.97. Thus, the proposed 

method provides more accurate and reliable lesion segmentation, 

contributing to early diagnosis of DR and serving as a valuable tool in 

ophthalmic practice. 

The method presented in study [81] is aimed at accurate 

segmentation of eye coloboma—a congenital ocular malformation that 

can lead to blindness. To address this task, an improved version of U-

Net is proposed, enhanced with a Global Attention mechanism that 

allows the model to consider image context and better detect small yet 

critical features. 

The GA-UNet model integrates transformer-based attention blocks 

to focus on affected regions while suppressing background noise. A 

pretrained EfficientNet is used as the encoder, which speeds up training 

and enhances the model’s generalization ability. The processing 

pipeline starts with normalization, data augmentation, and coloboma 



 

19 

mask generation. The model is then trained using a loss function 

combining Dice coefficient and binary cross-entropy. 

The model was evaluated on a dataset of 500 images and achieved 

an accuracy of 94.3%, sensitivity of 91.5%, specificity of 96.2%, and 

an F1 score of 0.92. Compared to classical U-Net and other CNN-based 

approaches, GA-UNet showed an accuracy improvement of 5–10%. 

Therefore, GA-UNet demonstrates high effectiveness for automated 

coloboma diagnosis and can serve as a valuable tool in clinical practice. 

The study by the authors [82] focuses on automatic segmentation 

of the retinal fundus for glaucoma diagnosis using the U-Net 

architecture. The primary goal is to segment the optic disc and cup 

regions, which enables calculation of the Cup-to-Disc Ratio (CDR), a 

critical indicator for assessing glaucoma progression. 

The study used a dataset of over 650 color fundus images. Several 

preprocessing techniques were applied, including green channel 

extraction, histogram normalization, Gaussian filtering, and directional 

filtering. The U-Net architecture was implemented with parameters 

such as input size of 128×128, batch size of 32, filters ranging from 64 

to 1024, ReLU activation function, and Adam optimizer. 

Following segmentation of the optic disc and cup, the CDR was 

calculated: values above 0.56 indicated a suspicion of glaucoma. 

Additionally, a risk-level classification system was implemented using 

the K-Nearest Neighbors (KNN) algorithm: low (CDR < 0.3), moderate 

(0.3–0.6), and high (CDR > 0.6). 

The method achieved high segmentation accuracy—up to 

98.42%—with a loss of 0.15 after 160 training epochs. Thus, the 

proposed system demonstrates strong potential for clinical use in early 

and accurate glaucoma diagnosis. 

In this study [83], an improved eye pupil detection system is 

presented, based on the integration of Variational Autoencoders (VAE) 

with the U-Net architecture. The main goal is to enhance the accuracy 

and robustness of pupil segmentation under challenging conditions 

such as glare, occlusions (eyelashes, eyelids), and anatomical 

variations. VAE is used to extract latent features and suppress noise, 

while U-Net provides high-precision pixel-level segmentation. 

During preprocessing, images are normalized and enhanced using 

CLAHE and Gaussian filtering. Annotated datasets with diverse 

lighting conditions and viewing angles were used for training. Pupil 
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segmentation is performed by fusing VAE-derived features with the 

decoder part of U-Net via skip connections. 

The model was trained using Binary Cross Entropy and Dice loss 

functions, and evaluated using metrics such as accuracy, recall, F1-

score, and IoU. The proposed method achieved 97.83% accuracy and 

outperformed existing approaches such as elliptical fitting and CNN-

based methods. The method shows strong potential for applications in 

ophthalmology, biometrics, and human-computer interaction, 

especially in real-time scenarios. 

The study proposes an advanced method for retinal vessel 

segmentation using the Residual U-Net architecture [84]. The goal is to 

accurately extract the vascular structure from fundus images to aid in 

the diagnosis of ophthalmic and cardiovascular diseases, including 

glaucoma, diabetic retinopathy, and hypertension. The original dataset 

consisted of 100 images, which was expanded to 6,000 through 

augmentation techniques such as rotation, flipping, and scaling. 

The model incorporates residual blocks to avoid the vanishing 

gradient problem and improve deep network training. Additionally, a 

Channel and Spatial Squeeze and Excitation (CSSE) attention 

mechanism is applied to focus on the most relevant features. The 

architecture comprises five encoder levels and four decoder levels with 

skip connections that preserve spatial information. 

Images are normalized and converted to grayscale before being fed 

into the model. Evaluation metrics include accuracy (97.7%), recall, 

precision, and Dice coefficient (79.96%). The results demonstrate 

improved performance compared to previous methods. The proposed 

approach can be effectively used in systems for automated diagnosis 

and vision health monitoring. 

This study presents a novel approach for the automatic detection of 

eye coloboma using the Transformer-Enhanced U-Net architecture 

combined with transfer learning [85]. The main objective is to improve 

the accuracy and robustness of ocular anomaly segmentation through 

the use of self-attention mechanisms and knowledge transfer from 

pretrained models (e.g., EfficientNet). The proposed model combines 

the strengths of U-Net and transformers, enabling effective extraction 

of both local and global features. 

The training data included fundus and optical coherence 

tomography (OCT) images, which underwent normalization and 

augmentation. The model architecture incorporates encoders with 
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pretrained weights and transformer modules capable of capturing long-

range dependencies and contextual relationships. Segmentation is 

performed using a decoder with skip connections, ensuring high-

resolution output. 

Model performance evaluation yielded strong results: Dice 

coefficient — 0.87, IoU — 0.76, sensitivity — 90%, specificity — 

92%. The model effectively detects blurry or faint signs of coloboma. 

Clinicians confirmed its applicability in real-world settings, especially 

where annotated data is limited. Thus, the proposed solution 

demonstrates significant potential for improving early diagnosis and 

automating ophthalmic assessments. 

The U-Net architecture has proven to be an effective and versatile 

tool for semantic segmentation tasks, particularly in the field of 

medical imaging. Thanks to its symmetric structure, skip connections, 

and ability to accurately restore spatial details, U-Net delivers high 

precision even with a limited amount of training data. Numerous 

modifications—such as Residual U-Net, Attention U-Net, and 

Transformer U-Net—further demonstrate its flexibility and relevance. 

This makes U-Net one of the key technologies in the development of 

intelligent systems for automated diagnosis. 

 

 

1.3 ResNet method 

 

In recent years, deep convolutional neural networks (CNNs) have 

become the primary tool for image processing tasks, including medical 

diagnostics. However, as network depth increases, challenges such as 

vanishing gradients and performance degradation arise, limiting the 

effectiveness of traditional architectures. To overcome these issues, the 

Residual Network (ResNet) architecture was introduced in 2015, 

bringing a revolutionary change to the design of deep models. The key 

feature of ResNet is the use of skip connections, which allow 

information to bypass certain layers and flow directly through the 

network, thereby facilitating the training of very deep architectures. 

This innovation enables the effective extraction and preservation of 

complex image features, making ResNet one of the most widely used 

models for tasks such as classification, segmentation, and disease 

diagnosis in medical imaging. Among its variants, ResNet-18 is 

particularly popular due to its simplified structure, offering a favorable 
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balance between accuracy and computational efficiency. This makes it 

especially suitable for deployment in clinical and mobile systems for 

automated image analysis. 

 

 

 
Figure 2.3. ResNet-18 architecture 

 

The model presented in [86] is based on the use of the deep 

convolutional neural network ResNet-18 for the automatic detection of 

diabetic retinopathy. Fundus images from an open-access Kaggle 

dataset were used as input data. A total of 2,838 images were collected, 

evenly distributed between the "with retinopathy" and "without 

retinopathy" classes. 
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During the preprocessing stage, the images were resized to 

224×224 pixels, in accordance with the input requirements of the 

ResNet-18 architecture. The dataset was split into training (80%) and 

testing (20%) subsets. The training process employed the Adam 

optimizer with a learning rate of 0.0001, over 15 epochs, and a batch 

size of 16. 

The results demonstrated high efficiency: the model achieved an 

accuracy of 99.91% on the training set and 96.65% on the test set. It 

also achieved high values for precision (94.33%), sensitivity (98.88%), 

and F1-score (0.966). These performance metrics surpass those of 

previous studies utilizing architectures such as VGG-16, Inception-V3, 

and Xception. 

The model was implemented and trained on the Google Colab 

platform, and the final version was deployed in cloud storage for future 

use. Thus, the proposed system can effectively complement clinical 

diagnosis by enabling early disease detection and reducing the risk of 

vision loss. 

In this study [87], an automated approach for diagnosing retinal 

diseases based on optical coherence tomography (OCT) images is 

proposed. The primary architecture used was a pre-trained ResNet-18 

model, further refined through transfer learning. The original dataset 

comprised 84,484 images classified into four categories: normal, 

diabetic macular edema (DME), choroidal neovascularization (CNV), 

and drusen. The data were split into training and validation sets in a 

70:30 ratio. 

Various data augmentation techniques were applied, including 

random rotations, flips, and adjustments in brightness and contrast. All 

images were resized to 224×224 pixels and normalized using ImageNet 

statistics. The training process was conducted in two stages: initial 

training and fine-tuning with unfrozen layers at a reduced learning rate. 

After fine-tuning, the model achieved an accuracy of 96.61%. The 

confusion matrix revealed high precision and recall values across all 

four classes. Particularly high classification accuracy was observed for 

the CNV and DME classes. The use of ResNet-18 allowed for a 

balanced performance between architectural simplicity and 

classification accuracy. The developed model can serve as a valuable 

tool for ophthalmologists, enabling early diagnosis and reducing the 

burden on healthcare systems. 
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In study [88], a method for classifying eye diseases using transfer 

learning based on the ResNet50 architecture is proposed. The research 

focuses on four classes: normal, glaucoma, diabetic retinopathy, and 

cataract. The original dataset was obtained from the Kaggle platform 

and contains approximately 1,000 images for each class. The images 

were preprocessed to remove white borders and augmented using 

techniques such as random rotations, flips, and color adjustments. 

The model architecture is based on a pre-trained ResNet50, with 

the original classification layers removed and replaced by two fully 

connected layers designed to handle four-class classification. During 

training, the categorical cross-entropy loss function and the Adam 

optimizer were employed. To prevent overfitting, an early stopping 

mechanism was used. 

The model achieved an accuracy of 92.91% on the test set, 

outperforming other architectures such as VGG19, EfficientNetB0, and 

DenseNet121. The highest F1-score was achieved for diabetic 

retinopathy classification — 0.995. The confusion matrix confirmed the 

model’s high sensitivity in detecting various fundus pathologies. This 

approach demonstrates the strong potential of deep learning for 

ophthalmic diagnostics and can serve as a supportive tool for clinical 

decision-making. 

This study [89] presents a solution for the automatic diagnosis of 

eye diseases using the ResNet-18 convolutional neural network. The 

aim of the study is to classify fundus images into four categories: 

cataract, glaucoma, normal condition, and diabetic retinopathy. The 

model was trained using a dataset from Kaggle, comprising a total of 

4,096 images. All images were preprocessed by resizing them to 

224×224 pixels. 

The ResNet-18 architecture was modified by removing the original 

final layer and replacing it with a new layer consisting of four outputs 

and a softmax activation function. The training process utilized the 

Adam optimizer and categorical cross-entropy loss function. Data 

augmentation techniques—such as image rotation, flipping, and 

brightness adjustment—were applied to improve the model's 

generalization capabilities. Eighty percent of the data were used for 

training, while the remaining 20% served as the validation set. 

The final classification accuracy on the test set reached 94.3%, and 

the F1-score was 0.943, indicating high model performance. Compared 

to other methods, ResNet-18 demonstrated a superior balance between 
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accuracy and computational efficiency. The developed system has the 

potential to serve as a decision support tool in ophthalmology, 

facilitating early disease diagnosis. 

This study [90] presents an approach to early diagnosis of eye 

diseases using the ResNet-18 architecture. The objective of the research 

is to classify images into four categories: normal, cataract, glaucoma, 

and diabetic retinopathy. A combined dataset was used, consisting of 

images from IDRiD, HRF, and other sources, with approximately 1,000 

images per class. 

To enhance model performance, 70% of the ResNet-18 layers were 

frozen, and the final layers were replaced with two newly added fully 

connected layers. Training was performed with differential learning 

rates: 5×10⁻⁵ for the base network and 8×10⁻⁴ for the newly added 

layers. Data augmentation techniques such as image rotation and 

flipping were also applied. 

The final model achieved an accuracy of 86% and an F1-score of 

0.86, indicating balanced performance. The best results were observed 

in the classification of cataract and diabetic retinopathy, with F1-scores 

exceeding 0.91. For glaucoma, the model achieved an accuracy of 81% 

and a recall of 78%, suggesting the need for further optimization. 

Loss and accuracy analysis showed stable model convergence with 

no signs of overfitting. The confusion matrix confirmed high precision 

in three classes, but revealed some misclassification between glaucoma 

and normal cases. Overall, the study demonstrates the potential of 

ResNet-18 as a clinical decision support tool for automated ophthalmic 

diagnosis. 

This study [91] presents an automatic eye disease classification 

system based on the ResNet-18 architecture. The research focuses on 

recognizing four categories: glaucoma, cataract, diabetic retinopathy, 

and normal condition. The experiment utilized a Kaggle dataset 

containing approximately 1,600 images for each class. All images were 

resized to 224×224 pixels and normalized. 

The model was implemented using the TensorFlow framework and 

trained with the following parameters: 15 epochs, batch size of 32, and 

a learning rate of 0.0001. The Adam optimizer and cross-entropy loss 

function were used. Transfer learning was applied by fine-tuning a pre-

trained ResNet-18 model on medical image data, replacing its final 

layers with new ones tailored for the classification task. 
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To enhance generalization and mitigate overfitting, data 

augmentation techniques were employed. The model achieved a test 

accuracy of 95.8%, confirming the high effectiveness of the proposed 

approach. Particularly strong performance was observed in the 

classification of cataract and diabetic retinopathy. The confusion matrix 

showed minimal misclassifications across classes. 

Overall, the model demonstrated great potential as a clinical 

decision support tool for ophthalmologists, especially in large-scale 

screening and early diagnosis. 

Thus, the ResNet architecture represents one of the most 

significant advancements in the field of deep learning, enabling the 

effective training of very deep neural networks. Through the use of 

residual connections, ResNet substantially mitigates the vanishing 

gradient problem and enhances the generalization capability of models. 

The ResNet-18 variant is particularly popular, as it combines high 

accuracy with low computational complexity, making it an optimal 

choice for medical diagnostic tasks, including automated classification 

of eye diseases. The reliability, flexibility, and scalability of the 

architecture make it a universal tool for implementation in practical 

intelligent image analysis systems. 

 

 

1.4 VGG method 

 

Convolutional Neural Networks (CNNs) have proven to be among 

the most effective methods for image processing and interpretation, 

particularly in the field of medical diagnostics. Among them, the VGG 

(Visual Geometry Group) architecture, developed by researchers at the 

University of Oxford, has gained significant attention. Variants such as 

VGG16 and VGG19 are widely used due to their structural simplicity 

and strong capability to extract deep and informative features from 

images. A distinctive feature of VGG is the use of multiple consecutive 

convolutional layers with small kernels (3×3), followed by pooling 

layers, which enables high accuracy while maintaining reasonable 

computational efficiency. With the ability to load pretrained weights 

(e.g., from ImageNet), VGG models are commonly applied in transfer 

learning tasks, including ophthalmology, for the automated diagnosis of 

eye diseases. 
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Figure 2.4 Architecture of the VGG method 

 

In this study, a method for automatic cataract detection in fundus 

images is proposed using a convolutional neural network based on the 

VGG19 architecture and transfer learning techniques [92]. The input 

dataset used was ODIR5K, consisting of 1088 images (588 with 

cataract and 500 normal). The preprocessing steps included resizing 

images to 224×224 pixels, normalizing pixel values, and applying 

augmentation techniques such as rotation, flipping, and scaling. 

A pre-trained VGG19 model was used, where convolutional layers 

were frozen and a new classification head was added for binary 

classification. The model was trained for 15 epochs using the Adam 

optimizer and binary cross-entropy loss function. The resulting 

accuracy reached 98.17%, with the model demonstrating high recall 

and precision in cataract detection. The confusion matrix indicated that 

the model exhibited strong generalization performance overall. 

A method for automatic diagnosis of diabetic retinopathy (DR) is 

proposed based on the VGG19 convolutional neural network using 

transfer learning techniques. The initial dataset consisted of color 

fundus images divided into two classes: with DR signs and without 

them [93]. The images were preprocessed by resizing to 224×224 

pixels, normalization, and data augmentation using shifting, scaling, 

and flipping to enhance the model’s generalization capability. 

A pre-trained VGG19 model (originally trained on ImageNet) was 

used as the base, with its top classification layers removed. New dense 

layers with ReLU and Softmax activation functions, along with 

Dropout layers to prevent overfitting, were added. The model was 

trained on 2076 images, split into training, validation, and test sets. 

The results showed high classification accuracy — 95.79% on the 

test set. Additional evaluation was performed using precision, recall, 

and F1-score metrics. The model demonstrated excellent ability to 

distinguish between positive and negative DR cases, making it a 

promising tool for early disease diagnosis. 
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The study proposes a method for automatic classification of 

diabetic retinopathy (DR) stages using a convolutional neural network 

based on the VGG-19 architecture [94]. The APTOS dataset was used, 

consisting of 4851 fundus images categorized into four classes: normal 

(grade 0), mild (grade 1), proliferative (grade 2), and severe (grade 3). 

Before training, the images underwent preprocessing steps 

including resizing to a standard size, region-of-interest cropping, 

Gaussian filtering to remove noise, and conversion to grayscale. The 

VGG-19 model was fine-tuned using transfer learning by loading 

pretrained weights (from ImageNet) and replacing the top layers with 

new dense layers for classification. 

Training was performed using the categorical cross-entropy loss 

function and the Adam optimizer. The model achieved a classification 

accuracy of 64.5% in the four-class setup. Precision and recall were 

73.9% and 64.5%, respectively. The Area Under the ROC Curve 

(AUC) ranged from 0.86 to 0.97, indicating a strong ability to 

distinguish between disease stages. 

Despite the moderate overall accuracy, the proposed method shows 

potential for clinical application in automated screening and severity 

assessment of diabetic retinopathy. 

The method presented in this study focuses on the automatic 

detection of diabetic retinopathy (DR) using an enhanced deep learning 

model, GSO-VGG-16, based on the VGG-16 architecture [95]. The key 

steps include: 

1. Image preprocessing: Original fundus images from the 

EyePACS dataset were normalized, resized to 224×224 pixels, and 

denoised using a Gaussian filter to preserve important features. 

2. Data balancing: Random up-sampling was applied to address 

class imbalance (initially: 410 DR and 1017 No-DR cases) by 

duplicating minority class samples. 

3. VGG-16 model: The base architecture was fine-tuned by 

adding new fully connected layers, Dropout, and ReLU activation. The 

final layer used a sigmoid function for binary classification. 

4. Hyperparameter optimization: Grid Search Optimization (GSO) 

was used to identify the best values for dropout, number of dense units, 

activation function, and regularization. Optimal parameters were: 

dropout = 0.2, dense units = 512, activation = ReLU. 

5. Results: 

-   Without GSO and filtering: VGG-16 achieved 69.63% accuracy. 
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-   With up-sampling: accuracy increased to 79.89%. 

-   With the full GSO + Gaussian method: accuracy reached 

92.38%, with precision, recall, and F1-score all equal to 92%. 

The authors developed a method for diagnosing dyslexia in 

children aged 7–13 based on the analysis of eye-tracking data using a 

deep convolutional neural network modified from the VGG16 

architecture [96]. During the experiment, children read text in Serbian 

presented in 13 different color configurations, and their eye gaze 

coordinates (x, y) were recorded using the SMI RED-m tracker (120 

Hz). 

The main steps of the method include: 

1. Data preprocessing: Removal of artifacts (blinks and missing 

points) and segmentation of each reading session into 3, 5, or 10 parts. 

2. Visualization: Each sequence of gaze coordinates was 

transformed into a color image (64×64×3) using a color gradient to 

represent the velocity of eye movement. 

3. Deep learning model: A modified VGG16 network was used, 

including 3 convolutional blocks (16, 32, and 64 filters), batch 

normalization, pooling, Dropout, and a final sigmoid classifier. Various 

convolution kernel sizes (3×3, 5×5, 7×7) and pooling window sizes 

(2×2, 4×4) were explored. 

4. Evaluation: Classification was performed both at the segment 

level and subject level using leave-one-subject-out cross-validation. 

Results: 

● The best subject-level accuracy reached 87% with the (7×7, 

2×2) configuration and 3 segments. 

● The visualization approach enabled minimal preprocessing and 

avoided the need for handcrafted feature extraction. 

In this study [97], a method for automatic cataract detection is 

presented using a pre-trained VGG16 convolutional neural network. 

The original dataset included images of eyes with and without a 

cataract diagnosis. All images were preprocessed by resizing them to 

224×224 pixels and applying normalization. The VGG16 model, 

initially trained on ImageNet, was fine-tuned by replacing the top 

layers with custom layers designed for binary classification. The 

convolutional layers were frozen, and the newly added dense layers 

were trained using the binary cross-entropy loss function and the Adam 

optimizer. Transfer learning techniques were applied during the 

training process. 
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The results showed a high classification accuracy of 94.3%, along 

with excellent sensitivity and precision metrics. This approach enables 

efficient eye condition classification with minimal computational cost. 

The method can be implemented in automated medical diagnostic 

systems and has demonstrated its effectiveness even with limited 

medical data. 

In study [98], an automated system for the recognition of 

ophthalmic diseases (cataract, glaucoma, diabetic retinopathy, and 

normal cases) was developed based on convolutional neural networks 

(CNN). Four models were used for classification: VGG16, VGG19, 

ResNet18, and ResNet50. The original dataset of 4217 images was 

collected from the Kaggle platform and underwent preprocessing 

(resizing and normalization). 

Transfer learning was applied in all models, with fine-tuning of the 

final layers, addition of Dropout layers, and ReLU activation. Training 

was performed over 25 epochs using the AdamW optimizer, early 

stopping, and hyperparameter tuning. The best results were achieved by 

the VGG19 and VGG16 models, with classification accuracies of 92% 

and 91%, respectively. The models were evaluated using accuracy, 

precision, recall, and F1-score metrics. 

Additionally, a Gradio-based interface was implemented, allowing 

users to upload images and receive real-time diagnostic predictions. 

Thus, the VGG architecture is a powerful and versatile tool for 

computer vision tasks, offering structural simplicity, high accuracy, and 

strong potential for transfer learning. Owing to these qualities, VGG 

models are widely used in medical diagnostics, including the automated 

detection of ophthalmic diseases. 

 

 

1.5 You Only Look Once 

 

YOLO (You Only Look Once) is one of the most well-known and 

effective architectures for object detection tasks, including applications 

in ophthalmology. In particular, an improved version of YOLOv5 with 

integrated attention modules and an enhanced feature network 

demonstrates high accuracy in detecting ocular surface pathologies 

from smartphone-acquired images. This modification employs the 

CBAM (Convolutional Block Attention Module), embedded within the 

CBAMC3 module, which helps the model focus on affected areas 
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while ignoring background noise. Additionally, the architecture 

incorporates a BiFPN (Bidirectional Feature Pyramid Network), which 

enables deeper and more efficient feature integration across multiple 

scales. This combination of modules enhances localization and 

segmentation accuracy, especially for small or irregular lesions. The 

model was trained on an annotated dataset of 953 ocular surface 

images, and data augmentation techniques were applied to mitigate 

overfitting. Results showed that the enhanced YOLOv5 achieved a 

mAP@0.5 of up to 97.9%, outperforming classical versions of YOLO 

and SSD. Its high processing speed and precision make YOLOv5 with 

CBAMC3 and BiFPN a powerful tool for automated diagnostics, 

particularly in resource-limited settings such as mobile devices. The 

method provides accurate localization even in complex backgrounds 

and can be integrated into clinical decision support systems [99]. 

 

 
Figure 2.5. Architecture YOLO 

  

 

1.6 Deep Neural Network 

 

The Deep Neural Network (DNN) method, implemented in the 

form of a modified YOLO v2 with ResNet-50 as the feature extraction 

backbone, demonstrates high accuracy in the task of eye region 

localization in infrared thermal images. By leveraging anchor boxes, 

prior clustering of object sizes, and optimization based on the 

ImageNet dataset, the model achieves a mean Average Precision 

(mAP) of up to 98.07% and an Intersection over Union (IoU) of up to 

68.98%, surpassing traditional approaches. This makes the YOLO v2-

based DNN an effective tool for ophthalmological diagnostics. 
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Figure 2.6. Architecture of the DNN for eye region localization in 

infrared thermal images 

 

Thus, the proposed DNN model based on YOLO v2 and ResNet-

50 demonstrates high accuracy and speed in localizing the eye region in 

infrared thermal images. By leveraging a pre-trained network and 

anchor boxes, the model achieves a high mAP and outperforms 

traditional approaches. This makes it a promising tool for automated 

ophthalmic disease diagnosis. 

Modern artificial intelligence methods based on deep neural 

networks (CNNs and DNNs) have revolutionized the diagnosis of 

ophthalmic diseases. Architectures such as VGG, ResNet, EfficientNet, 

YOLO, and U-Net have demonstrated high performance in tasks such 

as classification, segmentation, and localization of eye pathologies. 

Their key advantages include automatic feature extraction, the ability to 

work with limited data via transfer learning, and high diagnostic 
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accuracy across various tasks [100]. Hybrid approaches combining 

CNNs with Vision Transformers (ViT), autoencoders, and attention 

mechanisms significantly improve sensitivity and robustness to noise, 

which is critical when analyzing low-quality medical images. Despite 

the high computational requirements and the need for clinical 

validation, these methods represent a promising foundation for the 

development of intelligent decision support systems in ophthalmology. 

 



 

34 

2 Analysis of methods and systems for diagnosing diabetic 

retinopathy and Glaucoma 

 

2.1 Research problems and consequences of diseases of the fundus 

 

Addressing the causes and consequences of ocular diseases holds 

significant medical and public health importance in clinical practice. 

Specifically, pathological conditions affecting the retina and optic 

nerve can arise from a variety of neurosurgical and cardiovascular 

disorders, as well as endocrine abnormalities. These complex cases 

often necessitate a collaborative approach to diagnosis and treatment, 

involving coordinated care between ophthalmologists and specialists 

from other medical fields [101]. 

Changes in the fundus are of significant diagnostic and prognostic 

value, as the majority of patients with ocular diseases require not only 

surgical interventions but also therapeutic treatment. This underscores 

the necessity for a comprehensive understanding of retinal pathology 

and the development of effective treatment strategies for combined 

patient care [102]. 

According to the International Diabetes Federation, approximately 

537 million adults worldwide are living with diabetes, equating to one 

in ten individuals affected by this condition. Projections indicate that 

by 2030, this number could rise to between 643 million and 700 million 

[1, 102, 103, 104, 105, 106]. Diabetes is associated with complications 

affecting the retina, heart, kidneys, and nerves. Diabetic retinopathy 

(DR) is a leading cause of blindness in developed countries [107, 108, 

109]. This serious retinal condition arises as a consequence of diabetes 

and can result in damage to the ocular blood vessels, as illustrated in 

Figure 3.1, ultimately leading to vision loss [110, 111, 112, 113, 114]. 

Diabetic retinopathy accounts for 2.6% of all cases of blindness [101], 

and individuals with diabetes are 25 times more likely to experience 

blindness compared to the general population. Therefore, it is 

imperative to develop effective treatment and prevention strategies for 

DR to preserve vision in diabetic patients, as visual impairment is 

observed in over 10% of this population. 
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Figure 3.1. Schematic example of healthy and diabetic retina [115] 

 

Retinal vascular complications are prevalent in patients with both 

type I and type II diabetes, making them a significant concern in the 

field of diabetology. The vascular complications associated with 

diabetes have profound implications for disease prognosis, patient 

productivity, and overall life expectancy. In individuals with diabetes, 

the vascular system is particularly susceptible to damage, affecting 

critical areas such as the retina, kidneys, lower extremities, brain, and 

heart. 

Ophthalmologists often play a crucial role in the early detection of 

diabetic retinopathy (DR), as they may be the first healthcare 

professionals to observe characteristic changes in the fundus during 

examinations. Patients frequently present with symptoms such as 

diminished vision or the perception of floaters, often unaware of their 

underlying diabetic condition. 

The likelihood of developing DR increases with the duration of 

diabetes, underscoring the importance of regular retinal screening for 

diabetic patients. Early diagnosis and intervention are essential to 

manage DR effectively and mitigate the risk of severe complications, 

including blindness. Therefore, implementing routine retinal 
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assessments is critical in the comprehensive care of individuals with 

diabetes, facilitating timely treatment and improving patient outcomes 

[2]. 

Risk factors are [21, 116, 117, 118, 119, 120]: 

1. The duration of diabetes is important. When diabetes is detected 

in patients under the age of 30, the probability of developing DR after 

10 years is 50%, and after 30 years - 90% of cases. DR is rarely 

manifested in the first 5 years of the disease and during puberty, but 

occurs in 5% of patients with type 2 diabetes [101, 121]. 

2. Insufficient control over metabolic processes in the body is a 

fairly common cause of the development and progression of DR. 

3. Pregnancy often contributes to the rapid progression of DR. 

Contributing factors include insufficient control of the underlying 

disease before pregnancy, or suddenly started treatment in the early 

stages of pregnancy and the development of preeclampsia and fluid 

imbalance. 

4. Hypertension with insufficient control leads to the progression 

of DR and the development of proliferative diabetic retinopathy in type 

1 and type 2 diabetes. 

5. Nephropathy with an acute course leads to worsening of the 

course of DR. Conversely, the treatment of renal pathology (for 

example, kidney transplantation) may be accompanied by a worsening 

of the condition and an excellent result after photocoagulation. 

6. Other risk factors are smoking, obesity, hyperlipidemia [101]. 

Diabetic retinopathy (DR) is a microangiopathy characterized by 

primary damage to pre-capillary arterioles, capillaries, and post-

capillary venules, with the potential for involvement of larger vessels. 

The clinical manifestations of DR include microvascular occlusion and 

leakage. It can be classified into three distinct stages: (a) background 

(non-proliferative) retinopathy, where pathological changes are 

confined to the intraretinal space; (b) proliferative retinopathy, in which 

pathological changes extend to the retinal surface or beyond; and (c) 

pre-proliferative retinopathy, which is characterized by changes that 

predict the onset of proliferative forms [101]. 

The pathogenesis of DR is primarily driven by two key 

mechanisms [122, 123]: 

1. Increased vascular permeability, which results in the 

accumulation of edema, hard exudates, and retinal hemorrhages. 
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2. Formation of microthrombi and capillary occlusion, leading 

to ischemic and hypoxic areas within the retina. These regions 

subsequently produce vascular endothelial growth factors (VEGF), 

which stimulate the process of neovascularization. 

A significant challenge in the management of DR is the difficulty 

in detecting the disease during its early stages, when therapeutic 

interventions are most likely to be effective. Early-stage DR often 

presents asymptomatically, complicating timely diagnosis. To facilitate 

detection, specialized diagnostic techniques such as ophthalmoscopy, 

fluorescein angiography, and optical coherence tomography are 

employed [124, 125, 126, 127]. 

The consequences of untreated DR can be severe, potentially 

leading to significant visual impairment or blindness. Chronic 

hyperglycemia, hypertension, and other risk factors are known to 

exacerbate the development of DR [128]. Therefore, upon diagnosis of 

DR, it is imperative to implement strategies aimed at preventing 

disease progression. These strategies may include effective diabetes 

management, blood pressure control, and regular monitoring of the 

fundus to ensure timely intervention and preserve visual function. 

The pathogenic changes associated with diabetic retinopathy are 

summarized in Table 3.1. 

Table 3.1.  

Pathogenic changes occurring in diabetic retinopathy [101, 129] 

 

 

Diabetes 

angiopathy 
common 

retinopathy 

proliferative 

retinopathy 

The optic disc is pink + + + 

Swelling, increasing in size - - - 

The boundaries of the optic 

disc are clear 
+ + + 

Arteries are narrowed - - - 

The caliber of the vessels is 

not uniform 
+ - + 
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Corkscrew and tortuosity of 

small venous vessels in the 

area of the macula 

- - - 

Copper and silver wire 

symptom 
- - - 

Symptom of Salus-Gunn II-

III centuries. 
- - - 

Whitish-yellow spots in the 

retina 
- + + 

Hemorrhages in the retina 

and its swelling 
- + + 

The shape of a "star" in the 

area of the macula 
- -  

Newly formed vessels + + + 

Proliferation - - + 

 

 

2.2 Methods of researching eye diseases, in particular diabetic 

retinopathy 

 

There are various methods for investigating eye diseases, tailored 

to the specific symptoms and pathological processes involved. Some of 

the more common diagnostic techniques include: 

1. Comprehensive Eye Examination: This initial assessment is 

typically conducted by an ophthalmologist or optometrist. During the 

examination, the clinician evaluates visual acuity, visual fields, 

refractive errors, and the overall condition of the eyes, including the 

assessment of the anterior and posterior segments. 

2. Computer Spheroperimetry: This advanced ophthalmological 

technique allows for precise measurement of the visual fields and 

detection of even minor deviations from established norms at early 

stages of disease. The results are documented in the form of diagrams, 

graphs, and three-dimensional images, providing a comprehensive view 

of the patient's visual field status (see Figure 3.2) [130]. 

These methods are essential for accurate diagnosis and 

management of various ocular conditions, enabling timely intervention 

and improved patient outcomes. 
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a) Computer perimeter 

 
b) Kinetic visual field test 

 

Figure 3.2. Computer perimeter (a) and example of a kinetic visual 

field test performed on an Octopus 900 (b) [131] 

 

The analyzer of hydro- and hemodynamics of the eye, commonly 

referred to as a tonograph, is a specialized instrument designed to 

assess intraocular pressure as well as the parameters related to the 

circulation of intraocular fluid and blood within the eye. 

The tonograph (see Figure 3.3) calculates a comprehensive set of 

tonometric, tonographic, and sphygmometric indicators that are 

essential for the early diagnosis of conditions associated with 

disturbances in ocular hydro- and hemodynamics. These conditions 

include various forms and stages of glaucoma, ocular hypertension, and 

other related disorders [132]. By providing detailed measurements, the 

tonograph plays a crucial role in the timely identification and 

management of these potentially sight-threatening diseases. 

 

 
Figure 3.3. Tonograph [133] 
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Optical coherence tomography (OCT) (see Figure 3.4) is a 

contemporary, non-invasive, and non-contact imaging technique that 

enables high-resolution visualization of various ocular structures, 

achieving resolutions ranging from 1 to 15 microns. This advanced 

imaging modality functions as a form of optical biopsy, allowing 

clinicians to obtain detailed cross-sectional images of the retina and 

other eye tissues without the need for tissue removal or subsequent 

microscopic examination. 

OCT is particularly valuable in diagnosing and monitoring a range 

of ocular conditions, including diabetic retinopathy, age-related 

macular degeneration, and glaucoma, as it provides critical information 

about the structural integrity of the eye and facilitates timely 

intervention [134]. 

 

  
Figure 3.4. Typical optical setup of single point OCT. Scanning the 

light beam on the sample enables non-invasive cross-sectional imaging 

up to 3 mm in depth with micrometer resolution [135] 

 

Fluorescence angiography (FAG) (see Figure 3.5 a, b), first 

introduced by Novotny and Alvis in 1961, is a valuable and informative 

technique for the in vivo examination of the retinal vasculature. This 

method involves the intravenous injection of a fluorescent dye, which 

allows for the visualization of blood flow in the retinal vessels. 

While the retina can be assessed using direct and indirect 

ophthalmoscopy as well as biomicroscopy, fluorescence angiography 

serves as a crucial complement to these clinical techniques. It provides 

a wealth of additional information that is essential for the accurate 

diagnosis and management of various pathological conditions affecting 

the retina and optic nerve, including diabetic retinopathy, retinal vein 
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occlusions, and choroidal neovascularization [136]. By enhancing the 

understanding of vascular dynamics and pathology, FAG plays a 

critical role in guiding treatment decisions and monitoring disease 

progression. 

 

 
a) Image of vessels 

 
b) Angiograph 

Figure 3.5. Image of vessels during fluorescence angiography [137] (a) 

and angiograph (b) [138] 

 

Ophthalmobiomicroscopy is a specialized technique that enables 

the assessment of the relationship between the retina and the vitreous 

body, as well as the evaluation of the condition and qualitative changes 

in the retina, allowing for precise localization of any abnormalities. 

This examination is performed using a conventional slit lamp 

(biomicroscopy) in conjunction with a high-powered collecting lens, 

typically ranging from 70 to 80 diopters or higher (see Figure 3.6) 

[132]. 

It is essential that ophthalmobiomicroscopy is conducted with 

accompanying photography and thorough documentation of the 

obtained data. This practice facilitates the accurate recording of the 

state of pathological foci on the fundus, providing reliable information 

regarding the effectiveness of the prescribed treatment and enabling 

ongoing monitoring of disease progression. By systematically 

documenting findings, clinicians can enhance the quality of patient care 

and make informed decisions regarding therapeutic interventions. 
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Figure 3.6. Ophthalmobiomicroscopy [139] 

 

Computer topography of the cornea (see Figure 3.7) is a non-

contact imaging technique used to analyze the structure and shape of 

the cornea. This method employs a specialized device that generates a 

detailed three-dimensional map of the corneal surface, providing 

valuable information about its curvature, thickness, and overall 

topography. 

The resulting topographic maps are essential for diagnosing and 

managing various corneal conditions, including keratoconus, 

astigmatism, and preoperative assessments for refractive surgery. By 

offering precise measurements and visual representations of corneal 

irregularities, computer topography enhances the clinician's ability to 

tailor treatment plans and monitor changes in corneal health over time 

[140, 141]. 

 

 
Figure 3.7. Computer topography of the cornea [142] 
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Ocular tomography is a diagnostic method employed to investigate 

the structural integrity of the eyes. This technique is particularly useful 

for identifying disorders affecting the meridional and collecting 

vessels, the optic disc, and conditions such as macular retinitis. By 

providing detailed cross-sectional images of the ocular structures, 

ocular tomography aids in the early detection and management of 

various ocular pathologies. 

 In addition to ocular tomography, electrophysiological studies are 

utilized to assess the functionality of different components of the eyes 

and the visual system. For instance, an electroretinogram (ERG) (see 

Figure 3.8) is a valuable tool for detecting retinal pathologies by 

measuring the electrical responses of the retina to light stimuli. 

Similarly, an electroencephalogram (EEG) can be employed to evaluate 

disorders related to the processing of visual information in the brain. 

Together, these diagnostic methods enhance the understanding of 

ocular health and facilitate timely intervention for visual impairments. 

 

 
Figure 3.8. Electroretinogram [143] 

 

Ocular angiography (see Figure 3.9) is a diagnostic method used to 

study blood circulation within the eyes. This technique involves the 

intravenous injection of a contrast dye, which allows for the 

visualization of the retinal and choroidal blood vessels through 

imaging. Ocular angiography is particularly valuable for diagnosing 
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diseases associated with impaired blood circulation in the eyes, such as 

diabetic retinopathy, retinal vein occlusions, and age-related macular 

degeneration. 

By providing detailed images of the vascular structures and blood 

flow dynamics, ocular angiography aids clinicians in identifying 

pathological changes, assessing the severity of ocular conditions, and 

guiding treatment decisions. This method is essential for monitoring 

disease progression and evaluating the effectiveness of therapeutic 

interventions. 

 

 
Figure 3.9. Ocular angiograph [144] 

 

These diagnostic methods play a crucial role in enabling healthcare 

professionals to establish accurate diagnoses and select effective 

treatment strategies for various eye diseases, as illustrated in Figure 

3.10. By providing detailed insights into the structural and functional 

aspects of the eye, these techniques facilitate early detection of 

conditions, allowing for timely intervention. The comprehensive 

information obtained from these assessments not only aids in 

understanding the underlying pathology but also enhances the ability to 

monitor disease progression and evaluate treatment outcomes. 

Ultimately, the integration of these advanced diagnostic tools into 

clinical practice significantly improves patient care and visual health 

outcomes.  
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Figure 3.10. Classification of methods of research of eye diseases



46 

2.3 Analysis of diagnostic systems for diabetic retinopathy 

 

Diabetic retinopathy is one of the most prevalent complications of 

diabetes and can result in significant eye health issues, including vision 

loss. Various systems have been developed for diagnosing diabetic 

retinopathy, employing different research methods and data analysis 

techniques. 

One of the most widely used diagnostic methods is 

ophthalmoscopy (or funduscopy) [145]. This technique allows for a 

thorough examination of the eyes and the retina, enabling clinicians to 

identify structural changes in the retinal vessels and surrounding 

tissues. Through ophthalmoscopy, it is possible to detect abnormalities 

such as hemorrhages, exudates, and microaneurysms, which are 

indicative of diabetic retinopathy. 

Ophthalmoscopy can be performed using either a direct 

ophthalmoscope or an indirect ophthalmoscope. The direct 

ophthalmoscope provides a magnified view of the retina, while the 

indirect ophthalmoscope offers a wider field of view, facilitating a 

more comprehensive assessment of the blood vessels and retinal 

condition. This versatility makes ophthalmoscopy an essential tool in 

the early detection and management of diabetic retinopathy. 

 

 
Figure 3.11. Reverse ophthalmoscopy scheme [146, 147] 

 

The reverse ophthalmoscopy scheme represents the fundamental 

optical configuration of a manual mirror ophthalmoscope, which is 

widely utilized in clinical practice. In this setup, light from a source 

(see Figure 3.11) is directed onto a concave mirror (2) featuring an 

aperture (B). The concave mirror reflects the light and directs it toward 

a lens (3). As the light rays pass through the lens, they illuminate the 

fundus of the examined eye (4) through the optical system. In the case 
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of an emmetropic eye, the rays reflected from the fundus exit as a 

parallel beam and enter the lens (3). This configuration allows for the 

formation of a reverse image of the fundus in the focal plane of the 

lens, which can then be viewed through the aperture in the concave 

mirror (2) by the observer's eye (5). In this arrangement, point A on the 

fundus corresponds to image point A in the air. For the observer to 

accurately view this point, they must accommodate such that point A' 

aligns with point A". To ensure that the pupil (B') does not limit the 

field of vision, the magnifying lens must produce an image of the 

aperture in the pupil (B') of the examined eye. Consequently, the pupil 

(B') is imaged by the lens into the aperture (B) of the mirror, positioned 

behind which is the observer's eye. This optical arrangement facilitates 

a detailed examination of the fundus, allowing for the identification of 

various ocular conditions. 

Another important diagnostic method is fluorescence angiography 

(see Figure 3.12), which is utilized to study blood circulation within the 

retinal vessels. This technique is based on the property of fluorescein, a 

dye that absorbs blue light and emits a yellow-green fluorescence. 

Fluorescein fluoresces intensely at normal blood pH, making it a 

valuable tool for vascular imaging. It is considered non-toxic and is 

generally safe for most patients. During the procedure, fluorescein is 

injected into the bloodstream, allowing for a gradual contrast of the 

retinal vessels, which can be captured photographically. Various 

models of fundus cameras equipped with high-speed photography 

capabilities are employed for this purpose. In the resulting images, 

vessels that are contrasted with fluorescein appear as bright bands 

against the background of the fundus, while the relationship is reversed 

in negative photographs. This imaging technique enables clinicians to 

assess the condition of the retinal blood vessels, identify the presence 

of pathological changes, and evaluate their severity. By providing 

detailed visual information about the vascular status of the retina, 

fluorescence angiography plays a crucial role in the diagnosis and 

management of various ocular conditions, including diabetic 

retinopathy and retinal vascular diseases [148]. 

 



48 

 
Figure 3.12. Fluorescent angiography [149] 

 

Diabetic retinopathy [150, 151] is a significant complication of 

diabetes that can lead to impaired vision and, in severe cases, blindness. 

To effectively diagnose diabetic retinopathy, healthcare professionals 

can utilize a variety of research methods, including: 

1. Optical Coherence Tomography (OCT): This advanced 

imaging technique provides detailed three-dimensional images of the 

retinal structure, allowing for the assessment of changes in retinal 

thickness and the identification of abnormalities. 

2. Electrophysiological Studies: These methods evaluate the 

functional integrity of the retina and the visual system. For instance, an 

electroretinogram (ERG) and electrooculogram (EOG) can detect early 

visual disturbances, providing insights into retinal function. 

3. Tonometry: This method measures intraocular pressure, which 

is crucial for detecting glaucoma—a condition that can arise as a 

complication of diabetic retinopathy. Monitoring eye pressure is 

essential for preventing further vision loss. 

4. Ultrasound Examination: Ultrasound imaging can reveal 

changes in the blood vessels of the eye and the retina, which may 

indicate the presence of diabetic retinopathy. This non-invasive 

technique aids in visualizing structural abnormalities. 

5. Refractometry: This method assesses visual acuity and helps 

correct refractive errors that may occur as a result of diabetic 

retinopathy. Accurate measurement of visual function is important for 

comprehensive patient care. 

Each of these diagnostic methods has its own advantages and 

limitations, and they can be employed individually or in combination to 

provide a more comprehensive understanding of the state of the eyes 

and associated vascular structures. For example, combining 
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ophthalmoscopy with fluorescein angiography can enhance the 

assessment of vascular and retinal damage, while optical coherence 

tomography can complement these findings by measuring retinal 

thickness and other critical parameters. This multifaceted approach is 

essential for accurate diagnosis and effective management of diabetic 

retinopathy. 

One of the most progressive diagnostic methods currently being 

utilized is machine learning, which facilitates the automated analysis of 

images of blood vessels and the retina [40, 152]. By training on a large 

dataset of images, machine learning systems can automatically identify 

the presence of pathological changes in the structure of the vessels and 

retina, assess their severity, and evaluate the risk of complications. 

However, like any diagnostic system, machine learning has its 

limitations and potential for errors. For instance, certain changes in the 

structure of blood vessels and the retina can be subjective and may 

depend on the ophthalmologist's experience. Additionally, there is a 

risk of false diagnoses when relying solely on automated systems. 

Therefore, it is always advisable to employ multiple diagnostic 

methods and conduct a thorough analysis of the results to ensure 

accuracy [153, 154, 155]. 

Overall, the early detection and diagnosis of diabetic retinopathy 

are crucial for preventing vision loss and other serious complications. 

Various diagnostic methods provide detailed information about the 

condition of the eyes and blood vessels, enabling healthcare providers 

to initiate timely treatment and monitor disease progression. It is 

essential to recognize that diagnosing diabetic retinopathy is a complex, 

multi-stage process that requires a highly qualified and experienced 

physician. 

Moreover, prevention remains the most effective strategy for 

avoiding the development of diabetic retinopathy. Key preventive 

measures include maintaining a healthy lifestyle, controlling blood 

sugar levels, and undergoing regular ophthalmological examinations to 

detect any potential changes in the structure of the blood vessels and 

retina. By prioritizing prevention and early intervention, patients can 

significantly reduce their risk of developing diabetic retinopathy and its 

associated complications. 

When diabetic retinopathy is diagnosed, healthcare providers 

typically employ a comprehensive treatment approach that may include 

laser therapy, intraocular drug injections, surgery, and other 
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interventions. The primary goal of treatment is to reduce the risk of 

complications and preserve vision [156, 157, 158]. 

Consequently, the diagnosis of diabetic retinopathy is a critical 

component of diabetes management, focusing on the early detection of 

pathology and the prevention of vision loss. A variety of diagnostic 

methods, encompassing both traditional and automated techniques, 

enable clinicians to obtain a complete understanding of the condition of 

the eyes and blood vessels, thereby facilitating more effective treatment 

and complication prevention. 

One of the most promising methods for managing diabetic 

retinopathy is telemedicine, which allows healthcare providers to 

remotely monitor patients' eye health and conduct online consultations 

and examinations. This approach is particularly beneficial for 

individuals living in remote or hard-to-reach areas, as well as those 

with mobility limitations, advanced age, or health issues that restrict 

their ability to travel. 

In many countries, the development of telemedicine is still in the 

formative and testing stages. However, there are already platforms 

available that enable effective remote monitoring of ocular health, such 

as the EyeArt AI System from Eyenuk [159]. This system utilizes 

artificial intelligence for the automated diagnosis of diabetic 

retinopathy, enhancing the efficiency and accessibility of care. 

Overall, diagnostic systems for diabetic retinopathy are continually 

evolving and improving, allowing healthcare professionals to detect 

and treat the disease more effectively. By integrating advanced 

technologies and telemedicine into clinical practice, the management of 

diabetic retinopathy can be significantly enhanced, ultimately leading 

to better patient outcomes and reduced risk of vision loss. 

 

 

2.4 Analysis of decision support systems 
 

In many medical diagnostic systems, the reliability of results can 

be compromised, particularly due to the absence of a decision support 

system (DSS). The interpretation of images of biological structures by 

diagnosticians often requires significant time and effort, and this 

process may not always yield optimal outcomes [104, 113, 160, 161]. 

To enhance the reliability and efficiency of assessing pathological 

conditions in diabetes, particularly through the analysis of retinal 
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images, the development of a robust decision support system is 

essential. A well-constructed expert DSS can significantly improve 

diagnostic accuracy. 

To effectively build such a system, it is crucial to select and define 

a sufficient number of informational parameters that will ensure the 

accuracy and reliability of the diagnosis when analyzing polarimetric 

images. Commonly employed methodologies for this purpose include 

statistical, correlational, and fractal approaches. However, these 

methods alone may not provide the high reliability required for 

diagnostic systems. Therefore, integrating informative indicators, such 

as statistical metrics alongside other types of expert systems, can 

enhance the overall reliability of the DSS. 

The next step involves selecting the appropriate rule type for the 

DSS. Various established methods can be utilized, including those 

based on statistical decision theory [162], fuzzy logic [163, 164, 165], 

decision tree algorithms [166], and neural network technologies [167, 

168, 169, 170, 171]. The choice of method may vary depending on the 

specific conditions and diagnostic techniques employed. By carefully 

considering these factors, a more effective and reliable decision support 

system can be developed, ultimately improving the diagnosis and 

management of diabetic retinopathy and other related conditions. 

 

 

2.4.1 Discriminant analysis 
 

Discriminant analysis [162, 168, 172] is used to make decisions 

about which variables distinguish two or more groups. The basic idea 

of discriminant analysis is to determine whether the populations differ 

on the mean of any variable (or linear combination of variables) and 

then use that variable to predict for new members whether they belong 

to one or another group [172]. 

Discriminant analysis is based on the assumption that the 

description of objects of each kth class is the implementation of a 

multidimensional random variable distributed according to the normal 

law 𝑁𝑚(𝜇𝑘; 𝛴𝑘) with means 𝜇𝑘 and the covariance matrix: 

 

𝐶𝑘 =
1

𝑛𝑘 − 1
∑

𝑛𝑘

𝑖=1

(𝑥𝑖𝑘 − 𝜇𝑘)
𝑇(𝑥𝑖𝑘 − 𝜇𝑘); (3.1) 
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(The index m indicates the dimensionality of the feature space). 

 

Within the statistical (probabilistic) approach, the Bayesian method 

is used [172]. 

According to the Bayes formula, the reliability of the conclusion 

about the presence of this or that pathology is determined  
( / )j iP Y X

[168, 172]:  
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Taking into account the set of features, 1,..., KX X , the Bayes 

formula takes the form [23]:  
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The decisive rule according to the Bayesian method is to find the 

maximum of the conditional posterior probability 1( / ,..., )j KP Y X X
 

[173]. 

Figure 3.13 illustrates the division of the population into two 

distinct classes through the application of a discriminant function, 

which effectively separates the groups based on their characteristic 

features." 

 

 
Figure 3.13. Division of the population into two classes using a 

discriminant function [173] 
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The Bayesian method presents a distinct advantage in its flexibility 

to incorporate a wide array of features that may stem from various 

physical origins. This approach is particularly beneficial because it 

relies on probability estimates of feature occurrences rather than solely 

on the raw dimensional values. By focusing on the likelihood of 

different outcomes, the Bayesian method can effectively integrate 

diverse types of information, allowing for a more comprehensive 

analysis of the data. 

Despite its strengths, the Bayesian method has a significant 

limitation: it requires a substantial amount of prior information to be 

effective. This reliance on prior knowledge can pose challenges, 

especially in situations where such information is scarce or difficult to 

obtain. Consequently, the effectiveness of the Bayesian approach may 

be compromised if the prior distributions are not well-informed or 

accurately represent the underlying phenomena. 

On the other hand, discriminant analysis is characterized by its 

high sensitivity to the distribution of input data. This sensitivity means 

that even minor changes in the data can lead to significant variations in 

classification results. Such fluctuations can undermine the reliability of 

the analysis, making it crucial to ensure that the input data is 

representative and stable. This inherent vulnerability to data 

distribution highlights a critical limitation of discriminant analysis, as it 

may yield inconsistent results in the presence of slight perturbations in 

the dataset. 

In summary, while the Bayesian method offers the advantage of 

integrating diverse features through probability estimates, it is 

constrained by its dependence on prior information. Conversely, 

discriminant analysis, although useful, is highly sensitive to input data 

distribution, which can lead to substantial variations in classification 

outcomes. Understanding these strengths and limitations is essential for 

selecting the appropriate analytical method for a given research 

context. 

 

 

2.4.2 Decision tree 

 

Decision trees [166, 172, 174, 175, 176] are a powerful and widely 

used method for partitioning the space of objects based on a systematic 

set of splitting criteria. These criteria are articulated as logical 
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statements concerning specific variables, which can evaluate to either 

true or false. The effectiveness of decision trees can be understood 

through three fundamental aspects: 

1. Sequential Dichotomous Segmentation: The rules governing 

the decision tree allow for a sequential process of dichotomous 

segmentation of the dataset. This means that at each node of the tree, 

the data is split into two distinct groups based on the outcome of a 

specific condition related to a variable. This iterative process continues 

until a stopping criterion is met, such as reaching a predefined depth of 

the tree or achieving a minimum number of samples in a node. This 

stepwise refinement enables the model to capture complex patterns and 

interactions within the data, leading to more accurate classifications. 

2. Similarity and Grouping: Within the framework of decision 

trees, two objects are considered similar if they are located within the 

same segment of the partition. This segmentation is crucial as it 

establishes a basis for grouping objects that share common 

characteristics, thereby facilitating the identification of patterns and 

relationships within the data. The ability to classify objects into 

homogeneous groups enhances the interpretability of the model, 

allowing for insights into the underlying structure of the data. 

3. Information Gain and Feedback: A key feature of decision 

trees is the increase in information regarding the target variable at each 

step of the partitioning process. This is often quantified using metrics 

such as information gain or Gini impurity, which measure the 

effectiveness of a split in terms of its ability to reduce uncertainty about 

the target variable. As the tree grows, each split ideally leads to a more 

homogeneous grouping of the target variable, thereby enhancing the 

model's predictive accuracy. This feedback mechanism is essential for 

refining the decision-making process, as it allows the model to 

adaptively learn from the data and improve its performance over time. 

Decision trees provide a robust framework for data classification 

through their ability to perform sequential dichotomous segmentation, 

establish similarity among objects, and enhance information gain at 

each partitioning step. These characteristics make decision trees a 

valuable tool in various fields, including machine learning, data 

mining, and statistical analysis. Figure 3.14 graphically presents an 

example of a decision tree. 
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Figure 3.14. Example of a typical decision tree [177] 

 

Decision trees are a widely utilized technique for addressing 

classification problems [175, 176], owing to several notable 

advantages: 

1. Simplicity and Interpretability: The decision tree model is 

inherently straightforward, making it easy to understand and interpret. 

It operates on a set of rules structured in the form of "if ..., then ...," 

which allows users to follow the decision-making process intuitively. 

The clear, tree-like structure further facilitates interpretation, enabling 

stakeholders to grasp the rationale behind predictions. 

2. Minimal Data Preparation: Unlike many other modeling 

techniques, decision trees do not require extensive data preprocessing, 

such as normalization or logarithmic transformations. This 

characteristic simplifies the modeling process and makes decision trees 

accessible for practitioners with varying levels of expertise. 

3. "White Box" Model: Decision trees function as "white box" 

models, meaning that the decision-making process can be explicitly 

explained using Boolean logic. This transparency is advantageous in 

applications where understanding the rationale behind predictions is 

crucial, such as in healthcare or finance. 

4. Versatility: Decision trees can be applied to both quantitative 

and qualitative dependent variables, making them versatile tools for a 

wide range of classification tasks. This adaptability allows researchers 

to utilize decision trees across diverse fields and datasets. 

5. Statistical Evaluation: The ability to evaluate decision tree 

models using statistical tests enhances their reliability. This feature 
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allows practitioners to assess the robustness of the model and its 

predictions, providing confidence in the results obtained. 

6. Efficiency with Large Datasets: Decision trees are 

computationally efficient and can handle large datasets effectively. 

Their speed in processing data makes them suitable for real-time 

applications and scenarios involving substantial amounts of 

information. 

Despite these advantages, decision trees also present several 

disadvantages [176]: 

1. Complexity in Initial Structure Formation: The process of 

forming the initial structure of a decision tree can be complex and may 

require careful consideration of various factors, including the selection 

of splitting criteria and the depth of the tree. 

2. Instability to Training Data Variations: Decision trees are 

sensitive to changes in the training data. Even minor adjustments to the 

training sample can lead to significant alterations in the tree structure 

and the resulting predictions. This instability can pose challenges in 

ensuring consistent model performance. 

3. Limitations of Dividing Boundaries: The nature of the 

dividing boundaries in decision trees imposes certain limitations, which 

can result in inferior classification quality compared to other methods. 

This is particularly evident in cases where the underlying relationships 

in the data are complex and not easily captured by the tree structure. 

4. Risk of Overfitting: There is a high probability of generating 

overly complex trees during the training process, which can lead to 

overfitting. Such trees may perform well on the training data but fail to 

generalize effectively to unseen data. 

Considering the aforementioned shortcomings, particularly in the 

context of classifying distributions of parameters of biological tissues 

represented in image form, the use of decision trees may be 

impractical. The complexity of the structures involved in such 

applications often exceeds the capabilities of decision trees, suggesting 

that alternative modeling approaches may be more suitable for 

achieving reliable and accurate classifications. 
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2.4.3 Fuzzy logic 
 

Fuzzy logic is grounded in the concept of fuzzy sets, which extend 

traditional set theory by allowing for degrees of membership rather 

than a binary classification of belonging or not belonging to a set. In 

classical set theory, an element either belongs to a set or does not, 

represented by a membership value of 1 or 0, respectively: 

 

 ( , ( )) | ,AA x x x= X  (3.4) 

 

where the membership function quantifies the membership of the 

elements of the fundamental set to the fuzzy set. 

 In contrast, fuzzy sets are characterized by a membership function 

that can assign any value within the continuous range of [0, 1]. This 

flexibility enables a more nuanced representation of uncertainty and 

vagueness, which is often encountered in real-world scenarios [165, 

174, 178, 179]. 

The membership functions for the corresponding fuzzy terms L, 

LM, M, HM, H on the interval [𝑃1;  𝑃1 + 4ℎ] have the following form: 
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𝜇𝐿𝑀(𝑝)

=

{
 
 

 
 

1

2ℎ
𝑝 + 0.5 −

1

2ℎ
𝑃1, 𝑝 ∈ [𝑃1;  𝑃1 + ℎ],

−
1

2ℎ
𝑝 + 1.5 +

𝑃1
2ℎ
, 𝑝 ∈ [ 𝑃1 + ℎ; 𝑃1 + 2ℎ],

−
1

4ℎ
𝑝 + 1 +

𝑃1
4ℎ
, 𝑝 ∈ [ 𝑃1 + 2ℎ; 𝑃1 + 4ℎ],

 
(3.6) 

 

𝜇𝑀(𝑝)

= {

1

2ℎ
𝑝 −

1

2ℎ
𝑃1, 𝑝 ∈ [𝑃1;  𝑃1 + 2ℎ],

−
1

2ℎ
𝑝 + 2 +

𝑃1
2ℎ
, 𝑝 ∈ [ 𝑃1 + 2ℎ; 𝑃1 + 4ℎ],

 
(3.7) 



58 

 

𝜇𝐻𝑀(𝑝)

=

{
 
 

 
 

1

4ℎ
𝑝 −

1

4ℎ
𝑃1, 𝑝 ∈ [𝑃1;  𝑃1 + 2ℎ],

1

2ℎ
𝑝 − 0.5 −

𝑃1
2ℎ
, 𝑝 ∈ [ 𝑃1 + 2ℎ; 𝑃1 + 3ℎ],

−
1

2ℎ
𝑝 + 2.5 +

𝑃1
2ℎ
, 𝑝 ∈ [ 𝑃1 + 3ℎ; 𝑃1 + 4ℎ],

 
(3.8) 

 

𝜇𝐻(𝑝) = {

1

6ℎ
𝑝 −

1

2ℎ
𝑃1, 𝑝 ∈ [𝑃1;  𝑃1 + 3ℎ],

1

2ℎ
𝑝 − 1 −

𝑃1
2ℎ
, 𝑝 ∈ [ 𝑃1 + 3ℎ; 𝑃1 + 4ℎ].

 (3.9) 

 

 

Figure 3.15 shows a graphical view of the membership function. 

 

 
Figure 3.15. Graphic view of the membership function [180] 

 

The membership function in fuzzy sets quantifies the degree to 

which an object belongs to a particular set. For instance, in a fuzzy set 

representing "tall people," an individual who is 180 cm tall might have 

a membership value of 0.8, indicating a high degree of membership, 

while someone who is 160 cm tall might have a membership value of 

0.3. This approach allows for the modeling of concepts that are 

inherently imprecise, reflecting the complexity of human reasoning and 

decision-making processes. 

Fuzzy logic systems utilize these fuzzy sets to handle reasoning 

that is approximate rather than fixed and exact. This is particularly 
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useful in situations where information is incomplete or uncertain, as it 

allows for the incorporation of human-like reasoning into 

computational models. Fuzzy logic has found applications across 

various domains, including control systems, decision-making, artificial 

intelligence, and expert systems, where it can effectively manage the 

ambiguity and variability of real-world data. 

Moreover, fuzzy logic provides a framework for formulating rules 

that govern the behavior of systems. These rules are typically expressed 

in the form of "if-then" statements, which can capture the relationships 

between different variables in a way that reflects human reasoning. For 

example, a rule might state, "If the temperature is high, then the fan 

speed should be increased." Such rules can be combined and 

manipulated to create sophisticated models that can adapt to changing 

conditions and provide robust solutions to complex problems. 

Fuzzy logic, grounded in the principles of fuzzy sets and 

characterized by the use of membership functions, provides a robust 

framework for modeling uncertainty and imprecision. Its capacity to 

represent degrees of membership allows for a more nuanced 

understanding of complex phenomena, facilitating human-like 

reasoning in decision-making processes. This makes fuzzy logic an 

invaluable approach across various fields, including control systems, 

artificial intelligence, and data analysis, where it enhances the 

effectiveness of decision-making and operational control in intricate 

systems. 

However, when considering the application of fuzzy logic in the 

context of large databases of input polarization images, it is essential to 

evaluate the efficiency and practicality of different decision support 

system (DSS) methodologies. While fuzzy logic offers significant 

advantages in handling uncertainty, alternative approaches, such as 

neural network technologies, may provide superior performance with 

less computational effort. Neural networks, particularly deep learning 

models, excel in processing large datasets and can automatically learn 

complex patterns and features from the data without the need for 

explicit rule formulation. 

Thus, in scenarios involving extensive and intricate datasets, the 

selection of a decision support system may favor neural network 

technologies over fuzzy logic, particularly when the goal is to optimize 

performance and reduce the effort required for model development and 

implementation. This consideration underscores the importance of 
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choosing the appropriate methodology based on the specific 

characteristics of the data and the requirements of the application. 

 

 

2.4.4 Decision support systems based on neural network 

technologies 

 

Decision support systems (DSS) that leverage neural network 

technologies have gained significant traction due to their ability to 

model complex relationships and patterns within data. Neural networks, 

inspired by the biological neural networks of the human brain, are 

particularly adept at handling non-linear relationships, making them 

suitable for a wide range of applications in decision-making processes. 

A neural network is a computational model composed of 

interconnected nodes, or neurons, which process information in a 

manner analogous to the way human neurons operate. These networks 

can perform various tasks, including recognition, classification, 

processing, and visualization of data [181, 182, 183]. The architecture 

of a neural network typically consists of an input layer, one or more 

hidden layers, and an output layer, allowing for the transformation of 

input data into meaningful outputs. 

 

 
Figure 3.16. Structural diagram of a simple neural network [184] 

 

Figure 3.16 illustrates the structural diagram of a simple neural 

network, showcasing the flow of information through the various layers 

[184]. The primary building block of this architecture is the artificial 

neuron, which applies an activation function to its inputs to produce an 

output. Figure 3.17 depicts the structure of an artificial neuron 

alongside various activation functions that can be employed to 

introduce non-linearity into the model [185, 186, 187]. 
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Figure 3.17. The structure of an artificial neuron (left) and a view of 

some activation functions (right) [188] 

 

When designing a decision support system based on neural 

network technologies, it is essential to consider the different types of 

neural networks available, each with its unique characteristics and 

advantages: 

1. Multilayer Perceptron (MLP): The multilayer perceptron is 

one of the most widely used neural network architectures. It consists of 

multiple layers of neurons arranged in a feedforward manner: an input 

layer, one or more hidden layers, and an output layer. MLPs are 

particularly effective for static processes and can handle large datasets, 

making them suitable for various classification and regression tasks 

[187, 189]. Their ability to learn complex mappings from inputs to 

outputs makes them a popular choice for decision support systems in 

fields such as finance, healthcare, and marketing. 

2. Recurrent Neural Network (RNN): Recurrent neural 

networks are designed to process sequential data by incorporating 

feedback connections. Unlike traditional feedforward networks, RNNs 

allow their outputs to be fed back into the network, enabling them to 

maintain a memory of previous inputs. This characteristic makes RNNs 

particularly well-suited for tasks where the order of inputs is 

significant, such as time series forecasting, natural language 

processing, and speech recognition [189, 190, 191, 192]. In decision 

support systems, RNNs can analyze trends over time and provide 

insights based on historical data. 

3. Associative Memory Networks: This category includes 

networks such as Hopfield networks, which consist of a single layer of 

neurons with feedback connections. These networks evolve over time, 

changing their states until they reach a stable equilibrium. The 

properties of the weight matrix are designed to ensure convergence to a 
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steady state, which can be useful in applications requiring pattern 

recognition and retrieval of stored information. Associative memory 

networks can enhance decision support systems by providing quick 

access to relevant information based on partial inputs. 

4. Spike Networks: Spike networks represent a specialized class 

of neural networks where the signal is conveyed not by numerical 

values but by a series of discrete pulses, or spikes, that share the same 

amplitude and duration. In this framework, information is encoded in 

the timing and intervals between these spikes, rather than their 

amplitude. Spiking neurons at the output generate single spikes or 

bursts, closely mimicking the processes occurring in the human brain. 

This approach allows for a rich representation of temporal information, 

making spike networks suitable for applications that require real-time 

processing and dynamic input handling. 

5. Convolutional Neural Networks (CNNs) are a specialized 

class of neural networks designed primarily for processing structured 

grid data, such as images. A CNN typically consists of one or more 

convolutional layers, which may be combined with pooling layers and 

fully connected layers, often utilizing variations of multilayer 

perceptrons. The primary function of the convolutional layers is to 

apply a convolution operation to the input data, which effectively 

extracts features while reducing the dimensionality of the data [115, 

174]. 

In a convolutional neural network, the convolution operation 

employs a small, limited matrix of weights known as the convolution 

kernel or filter. This kernel is systematically "slid" or convolved across 

the input layer, producing an activation signal for the corresponding 

neuron in the next layer at each position. This process allows the 

network to capture local patterns and spatial hierarchies within the data. 

Importantly, the same weight matrix is applied across different regions 

of the input, which significantly reduces the number of parameters that 

need to be learned. This weight-sharing mechanism not only enhances 

computational efficiency but also improves the network's ability to 

generalize across various inputs [190].  

The architecture of CNNs typically includes several key 

components: 

● Convolutional Layers: These layers perform the convolution 

operation, extracting features from the input data. Each convolutional 
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layer can have multiple filters, allowing the network to learn different 

features at various levels of abstraction. 

● Activation Functions: After the convolution operation, an 

activation function (commonly the Rectified Linear Unit, or ReLU) is 

applied to introduce non-linearity into the model. This step is crucial 

for enabling the network to learn complex patterns. 

● Pooling Layers: Pooling layers are often employed to down-

sample the feature maps produced by the convolutional layers. This 

process reduces the spatial dimensions of the data, helping to decrease 

computational load and mitigate overfitting. Common pooling 

techniques include max pooling and average pooling. 

● Fully Connected Layers: At the end of the network, one or 

more fully connected layers are typically used to combine the features 

extracted by the convolutional and pooling layers. These layers produce 

the final output of the network, which can be used for classification or 

regression tasks. 

Convolutional neural networks leverage the convolution operation 

to efficiently process and analyze structured data, particularly images. 

By utilizing small weight matrices and applying them across different 

regions of the input, CNNs can achieve deeper architectures with fewer 

parameters, making them highly effective for a variety of applications, 

including image recognition, object detection, and video analysis. 

In conclusion, decision support systems based on neural network 

technologies provide powerful tools for modeling complex data 

relationships and enhancing decision-making processes. By selecting 

the appropriate neural network architecture—whether it be a multilayer 

perceptron, recurrent neural network, associative memory network, 

spike network, or convolutional neural network—practitioners can 

optimize the performance of their DSS to meet specific application 

needs. The adaptability and learning capabilities of neural networks 

make them invaluable across various domains, enabling more informed 

and effective decision-making. Table 3.2 summarizes the key 

advantages and disadvantages of the main types of neural networks. 
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Table 3.2  

Advantages and disadvantages of the main types of neural 

networks [174] 

 

Network type Advantages Disadvantages 

Multilayer 

perceptron 

well studied, works well 

with simple tasks 

inability to work with 

dynamic processes, the 

need for a large training 

sample 

Recurrent 

perceptron 

works well with dynamic 

processes 

the difficulty of finding 

errors obtained in the 

process of training or 

network operation 

Associative 

memory 

a very fast learning 

process, since a system of 

equations is used instead 

of gradient descent; the 

ability to remove an image 

from memory without 

disturbing others 

a rather narrow class of 

problems to which it can 

be applied, the inability 

to generalize examples, 

the maximum amount of 

memory is strictly tied 

to the dimension of the 

vector 

Spike networks 
interesting for studying 

biological networks 

almost any practical use 

seems unreasonable, as 

other types of networks 

do just as well 

Convolutional 

neural 

networks 

one of the best algorithms 

for image recognition and 

classification; much less 

weight; parallelization of 

calculations; relative 

resistance to image 

rotation or shift 

too many network 

variables; it is not clear 

for which task and 

computing power which 

settings are required. All 

these parameters 

significantly affect the 

result, but are chosen 

empirically by 

researchers 
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3 Method and architecture of information system for diagnosis  

of diabetic retinopathy 

 

3.1 Method of pre-processing of the obtained images of the affected 

areas of the eye 

 

Diabetic retinopathy can progress through four stages: (i) Mild 

non-proliferative retinopathy, which is associated with microaneurysms 

(MA) and is considered an early stage. (ii) Moderate non-proliferative 

retinopathy, in which the blood vessels supplying the retina may 

become deformed and swollen as the disease progresses, losing their 

ability to transport blood. (iii) Severe non-proliferative retinopathy 

leads to impaired retinal blood supply due to occlusion of a large 

number of blood vessels, thereby signaling the retina to grow new 

vessels. (iv) Proliferative diabetic retinopathy (PD) is an advanced 

stage in which growth signals released by the retina activate the 

proliferation of new blood vessels that grow along the inner lining of 

the retina into a vitreous gel that fills the eye. Newly formed blood 

vessels are loose, due to which they bleed and leak more often. 

Moreover, the associated scar tissue can contract, causing retinal 

detachment, resulting in permanent vision loss [123, 130]. 

To explore and overcome these challenges, the paper focuses on 

obtaining the optimal model using machine learning, which will 

include classical neural networks (NN), deep neural networks (DNN), 

and convolutional neural networks (CNN). Neural networks follow the 

concept of the biological brain. The results are often difficult to achieve 

because biological neurons are more complex than these artificial ones, 

and researchers have also succeeded on some levels. Neural networks 

worked well, but due to the increased complexity and size of data, there 

was a need for advanced methods, which led to the emergence of deep 

learning concepts. Hierarchical approaches to learning attributes 

appeared before deep learning, but due to problems such as vanishing 

gradients, they began to lose their aura, as it often becomes difficult to 

obtain the desired results when tracking features. Deep learning models 

such as DNN and CNN have provided a solution to overcome this 

gradient lift problem. This also shows clustering of the fuzzy C-means 

if the data had any missing labels when the image classification is 

performed at later stages. So, to predict labels, Fuzzy C-Means [193] is 

applied to find clusters. 
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The dataset we used is a FUNDUS image [194] of the human 

retina with a pixel size of over 2000x3000. The dataset is downloaded 

from kaggle.com [141, 166, 172, 173, 195, 196, 197], it is freely 

available on the website, the dataset contains more than 35000 training 

images and 15000 testing images. The problem with the dataset is that 

its resolution varies for different images, and the image itself contains 

noise, so proper filtering is required to get the correct dataset. 

It is worth noting that a very important stage in the preparation and 

construction of an informational automated decision support system is 

the correct selection of informative parameters, as well as image 

processing for analysis. 

One of these steps is to remove noise from the images to improve 

the selection of informative features of this or that diagnostic group. 

For further work, these mechanisms are followed by image pre-

processing and classification to improve the accuracy of the next steps. 

Pre-processing of the image begins with the conversion of the given 

characteristics of the image into a gray scale for further analysis. The 

image classification steps work to classify the images according to the 

listed features, which allows you to get the desired results. 

 

 
Figure 4.1. Conversion to grayscale 
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For work on diabetic retinopathy, for [103] image-based tactics, a 

given retinal image can be divided into several small sub-images. The 

work also includes noise reduction, as well as obtaining an improved 

image and accurate data. The paper uses a median filter, a non-linear 

digital filtering procedure used to remove noise for improved results. 

This method is better because under certain conditions the filter 

preserves edges while removing noise. The key idea behind a median 

filter is to work with the signal from one record followed by another, 

switching each record with the median of the neighboring records. If a 

window (ie, a neighbor sample) has an odd number of entries, then the 

median is the mean when all the entries in the window are numerically 

sorted, whereas for a given even number of entries there may be more 

than one median. That is, despite replacing the pixel value with the 

average value (as in the median filter method for image processing 

noise reduction) of neighboring pixels, it is replaced with the median 

value. The work included edge detection, among other things, because 

edge detection aims to detect points in an image where there is a sharp 

change in image brightness or some discontinuities. Existing edge 

detection methods can be grouped into two broad categories: the 

gradient method and the Laplace method. The gradient method detects 

edges by observing the minimum and maximum in the first derivative 

image, while the Laplace method looks for zero crossings present in the 

second derivative image to find the edges. These concepts complete the 

work done in image processing 

Median filter is quite a convenient method of information 

processing, especially for noisy images. The filter works with matrices 

of different sizes, but unlike the convolution matrix, the size of the 

matrix affects only the number of pixels under consideration. 

The median filter algorithm is as follows: for the current pixel, the 

pixels that "fall" into the matrix are sorted, and the average value from 

the sorted array is selected. This value is the output for the current 

pixel. 

Below is the performance of the median filter for a kernel size of 

three (Figure 4.2). 
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Figure 4.2. The median filter 

 

The figure shows an example of the results of the median filter, 

which does an excellent job of removing noise (Figure 4.3). 

 

  
Figure 4.3. Median filter performance results 

 

Also, to facilitate work with data, it is worth cutting off non-

informative parts of images, such as black background outside the 

retina. This will help to save the computing power of the system, and 

also help to work more accurately with the informative indicators of the 

images for different nosologies. Since we have a fairly significant 

amount of researched data, it was decided to automate the process as 

follows: 

- taking into account the fact that the image of the retina is in most 

cases located in the center of the investigated element, it is worth 

searching for the middle of the horizontal and vertical sides of the 

image; 

- after that, alternately shift one pixel down and to the left, 

respectively (for the horizontal and vertical sides) and check the pixel 

value of the image; 

- if the values of several, for example, three pixels in a row are 

different from zero (their color is not black), then it is worth taking 

these coordinates for cropping the image (Fig. 4.4 a, b) 
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   а)                     b) 

Figure 4.4. Cropping the image 

 

 
Figure 4.5. Histogram of the retinal image before processing 

 

It is also worth noting that in order to significantly save computing 

resources, it is worth significantly reducing the resolution of images, 

since processing high-resolution images takes quite a lot of time, and 

with a large training base for this machine learning system, it will use 

an unreasonably large amount of computer computing resources. 

In this case, the oversampling procedure was decided using the 

pixel area ratio, which allows to significantly reduce the size of the 

image without losing its informativeness. Listing 4.1 shows the code of 
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the program for automatically reducing the size of the image to save 

computer computing resources. 

 

Listing 4.1. Python program code for reducing image size 

import numpy as np 

 

# Create a numpy array 

arr = np.array (cv2.imread(image_path)) 

 

# The function to find the index of the element value in the 

specified row or column 

def find_element_index(row, col, element): 

    if row is not None: 

        index = np.where(arr[row, :] == element)[0] 

        if index.size == 0: 

            return None 

        else: 

            return row, index[0] 

    elif col is not None: 

        index = np.where(arr[:, col] == element)[0] 

        if index.size == 0: 

            return None 

        else: 

            return index[0], col 

 

# The path to the image 

image_path = '10_left.jpeg' 

 

# An example of using the function 

element_index = find_element_index(row=1, col=None, 

element=6) 

print(element_index)  # (1, 2) 
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Figure 4.6 Reducing image resolution 

 

Edge detection: This is one method of feature extraction in which 

feature boundaries are extracted (i.e., edges of blood clots, white 

lesions, veins) are detected based on the sudden change of pixel values 

with the neighboring pixel. intensity. Then the detected pixels will be 

assigned the value "1" and the remaining pixels of the image or the 

entire matrix will be assigned the value "0". With this method, the 

features can be properly identified. The detected edges of the images 

are a 2D matrix, which in turn can be transformed into a corresponding 

single array or 1D array vector. The transformation of the matrix takes 

place in such a way that all the values of the array of rows are located 

next to each other from the initial to the final position without changing 

the sequence. A method adapted to edge detection Detection. careful 

edge method This method detects any abnormal changes in pixel 

weights (intensity values), such as crusts, depressions, color changes, 

etc. 

 

𝐻𝑖𝑗 =
1

2𝜋𝜎2
𝑒𝑥𝑝 (

(𝑖−(𝑘=1))
2
+(𝑗−(𝑘+1))

2

2𝜎2
) ; 1 ≤ 𝑖, 𝑗 ≤ (2𝑘 + 1). (4.1) 

 

The image intensity gradient can be calculated using the following 

formula 

 

𝐺 = √𝐺𝑥
2 + 𝐺𝑦

2, 

 

(4.2) 

 

𝜃 = 𝑎𝑡𝑎𝑛2(𝐺𝑦 , 𝐺𝑥). (4.3) 
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Listing 4.2. Python program code for calculating and outputting an 

image histogram 

import matplotlib.pyplot as plt 

import cv2 

import numpy as np 

 

def plot_histogram_gray(image_path): 

    # Download image using OpenCV 

    image = cv2.imread(image_path) 

 

    # Convert the image to grayscale 

    gray_image = cv2.cvtColor(image, cv2.COLOR_BGR2GRAY) 

 

    # Calculation of the histogram 

    hist, bins = np.histogram(gray_image.flatten(), bins=256, 

range=[0,256]) 

 

    # Output of a bar histogram 

    plt.figure() 

    plt.title('Grayscale Histogram') 

    plt.xlabel('Pixel Value') 

    plt.ylabel('Frequency') 

 

    # Output of a bar histogram divided into columns 

    plt.hist(gray_image.flatten(), bins=256, range=[0, 256], 

color='blue', edgecolor='black') 

    plt.ylim([0, 100000])  # scale 

    plt.xlim([0, 256]) 

    plt.show() 

# The path to the image 

image_path = '10_left.jpeg' 

 

# Call the function to display a bar histogram 

plot_histogram_gray(image_path) 

 

 



73 

 
 

  

Figure 4.7. Comparison of proliferative diabetic retinopathy (PD) and 

healthy retina imaging 

 

 
 

Figure 4.8. Unfiltered image, median-filtered image, and detected 

image noise 
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Figure 4.9. Contour detection method levels 

 

Therefore, in this section, software was developed for the analysis 

and preprocessing of images necessary for the automated diagnosis of 

diabetic retinopathy. 

The input data for the correct operation of the program are images, 

some of which are given in the appendix, formed and reproduced using 

the experimental system, the architecture of which is shown in the 

figure. 

An example of fundus images, images after preprocessing, their 2-

D histograms and image with selected characteristic features are shown 

in the figure 4.10 (Listing 4.2). 
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Figure 4.10. An example of images of a healthy and diseased 

retina before processing (a, b, c, d), after processing (e, f, g, h), and 

their two-dimensional 2𝐷 distribution histograms (i, j, k, l) and image 

with selected characteristic features (m, n, o, p) 

 

The method of morphological heterogeneous illusion helps to 

improve the characteristics of the studied image by removing the bright 

background of the image to better determine the informative indicators 

of the object (Figure 4.11). 

 

 
Figure 4.11. Three-dimensional histogram of a three-channel image 

 

By removing the background lighting from the input image, one 

can observe the noisy features of the object. After removing the image 

contrast adjustment and its subsequent binarization, the images are 

converted to RGB, where all functions are quite clearly visible. 
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3.2 Architecture and algorithm of the diagnostic system 

 

Figure 4.12 presents the extended algorithmic and software 

architecture of the block for processing and analyzing polarization 

images, it contains the following main blocks and modules: 

– image capture module; 

– image saving module; 

– the module for forming microcommands for the unit of automatic 

control of system operation; 

– unit for determining the images; 

– a unit for reproducing the parameters of the images; 

– an analysis unit for determining informative features of 

coordinate distributions of two-dimensional images; 

–  user interface module to facilitate operation and system 

management; 

–  block of the decision support system. 

 

 
Figure 4.12. Algorithmic and software architecture 
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Figure 4.13 shows a generalized model architecture of diabetic 

retinopathy analysis. 

 

 
 

Figure 4.13. Algorithm of the method 

 

 

3.3 Formation of a database of informative indicators for the 

diagnosis of the disease 

 

Table 4.1.  

Functions selected as statistical indicators 

 
Characteristics The relationship of each feature to images 

Average value Is a value that provides information about the 

central tendency of the given data 

Median In a given range of values, the median divides the 

entire data set, which can also be called the center 

of all data 

Standard deviation This provides details of how the values vary or 

differ from the average or mean 

Asymmetry Asymmetry is used to account for the lack of 

symmetry in the probability distribution of random 

variables. It is measured as positive, negative and 

normal 

Mean squared error It was used to determine the difference between 

the intensity value or values of a pixel in an image 

Mean absolute 

deviation 

This is the average distance between the values of 

each pixel data set from the mean 

Quartiles For the range of pixel values, it is divided into 4 
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levels of groups according to the distribution of 

pixel values 

Maximum This is the maximum value or the largest value in 

the entire set of pixels 

Minimum This is the minimum value or the smallest value in 

the entire set of pixels 

Threshold A numeric value that segments the image and is 

responsible for converting the original or grayscale 

image to a binary image 

 

Table 4.1 shows the statistical indicators necessary for the 

calculation and formation of the database for the further classification 

process. 

Therefore, the parameters given in the table were used to form 

informative features for neural network training. We will give some 

formulas for calculating data statistical indicators of data arrays. 

The statistical moment of the first order characterizes the average 

value of the coordinate distributions of the measured values; the second 

- data dispersion, i.e. deviation from the mathematical expectation of 

values; by the statistical moment of the third order we will understand 

the value that characterizes the deviation from the normal distribution 

of the studied data; and the fourth measures the magnitude of the 

"peak" of the distribution of the matrix element. 

 

𝑀1 =
1

𝑁
∑(|𝑥|)𝑘

𝑁

𝑘=1

; 
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𝑁
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(4.4) 

 

(4.5) 

 

(4.6) 

 

 

(4.7) 

 

where N is the number of elements of the orientation map; 

x is the value of the pixel intensity of the k-th pixel of the image. 
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4 Development of decision-making support technology based on 

neural network 
 

4.1 Neural network with multilayer perceptron 
 

The first neural network model to be considered is a multilayer 

perceptron. This is a basic, well-studied model that has several levels of 

computing units connected to each other by direct communication. 

The activation function of this neural network is a sigmoid 

function with inverse error propagation: 

 

𝑓(𝑥) = 𝜎(𝑥) =
1

1+𝑒−𝑥
. (5.1) 

 

The error backpropagation algorithm for a multilayer perceptron 

consists of the following steps and is shown in the Figure 5.1 [4, 31]: 

Step 1: Initialize the weights with small random values. 

Step 2: If the stop condition is not met, perform steps 3-10. 

Step 3: For each training pair, complete steps 4-9. 

 

Direct passage: 

Step 4: Each input neuron 𝑥𝑖 = 1…𝑛 receives the input signal and 

propagates it to all neurons in the hidden layer. 

Step 5: Each hidden layer neuron 𝑞𝑖 = 1…𝑞 sums its weighted 

input signals: 

 

ℎ𝑗 = ∑ 𝑤𝑖𝑗
𝑛
𝑖=1 ∗ 𝑥𝑖, (5.2) 

 

applies the activation function to the received sum, forming the output 

signal: 𝑣𝑗 = 𝑓(ℎ𝑗), which is sent to all neurons of the output layer. 

Step 6: Each output neuron 𝑦𝑘, k = 1…m sums the weighted 

signals: 

 

ℎ𝑘 = ∑ 𝑤𝑗𝑘
𝑘
𝑗=1 ∗ 𝑥𝑗, (5.3) 

 

forming, after applying the activation function, the output signal of the 

network: 𝑦𝑘 = 𝑓 (ℎ𝑘). 
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Error Backpropagation: 

Step 7: Each output neuron compares its output value with the 

desired objective function and calculates 𝛿𝑘 = (𝑡𝑘 − 𝑦𝑘) ∗ 𝑓 (ℎ𝑘), after 

which the correcting term of the weights is determined:  ∆𝑤𝑗𝑘 = 𝜂 ∗

𝛿𝑘 ∗ 𝑣𝑗, and parameters𝛿𝑘 are sent to the neurons of the hidden layer. 

Step 8: Each hidden layer neuron 𝑣𝑗 sums its 𝛿– inputs from the 

output layer neurons: 

 

ℎ𝑘 = ∑ 𝛿𝑘
𝑚
𝑘=1 ∗ 𝑥𝑗, (5.4) 

 

the result is multiplied by the derivative of the activation function 

to determine 𝛿𝑖: 
 

𝛿𝑖 = 𝑓 (ℎ𝑗) ∗ ∑ 𝛿𝑘
𝑚
𝑘=1 ∗ 𝑥𝑗𝑘, (5.5) 

 

and the correcting term is calculated: 

 

∆𝑤𝑗𝑘 = 𝜂 ∗ 𝛿𝑘 ∗ 𝑤𝑗𝑘, (5.6) 

 

Weight adjustment: 

Step 9: The weights between the hidden and output layers are 

modified as follows: 

 

𝑤𝑗𝑘(𝑛𝑒𝑤) = 𝑤𝑗𝑘(𝑜𝑙𝑑) + ∆𝑤𝑗𝑘, (5.7

) 

 

Similarly, the weights between the input and hidden layers are 

adjusted: 

 

𝑤𝑖𝑗(𝑛𝑒𝑤) = 𝑤𝑖𝑗(𝑜𝑙𝑑) + ∆𝑤𝑖𝑗, (5.8) 

 

Step 10: The stopping condition is checked: minimizing the error 

between the desired and actual network output. 

With the help of a block diagram, the presented algorithm is 

depicted in the appendix A, the neural network training program is 

shown in Listing 5.1. 
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Listing 5.1. A fragment of Python code for creating and training a 

perceptron-type neural network 

import pandas as pd 

from keras.models import Sequential 

from keras.layers import Dense 

from keras.optimizers import Adam 

 

# Loading data from files 

input_data = pd.read_csv("Training.csv") 

target_data = pd.read_csv("trainLabels.csv") 

 

# Conversion of data into NumPy arrays 

X_train = input_data.values 

y_train = target_data["Label"].values 

 

# Number of characters in the input data 

num_features = X_train.shape[10] 

 

# Number of unique tags in the raw data 

num_classes = len(target_data["Label"].unique()) 

 

# Creating a multilayer perceptron 

model = Sequential() 

model.add(Dense(64, activation='relu', input_dim=num_features)) 

model.add(Dense(32, activation='relu')) 

model.add(Dense(num_classes, activation='softmax')) 

 

# Compile the model 

model.compile(loss='sparse_categorical_crossentropy', 

optimizer=Adam(lr=0.001), metrics=['accuracy']) 

 

# Training the model 

model.fit(X_train, y_train, epochs=50, batch_size=8) 

 

# Saving the trained model  

model.save('trained_model.h5') 

 

# Completion of training 

print("Training is complete") 
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Figure 5.1. Perceptron-type neural network model for statistical data 

processing 

 

 

4.2 Deep neural network 

 

A deep neural network (DNN, deep neural network) is a type of 

NN with many layers of data processing, which transforms input data 

into output, hierarchically extracting and aggregating features, 

increasing the level of data abstraction in the direction from inputs to 

outputs (Figure 5.2). 

Compared to shallow NNs, due to the increase in the number of 

neuroelements and connections, DNDs receive greater computing 

power and the ability to model more complex dependencies, and due to 

the specialization of layers and high hierarchical data processing, they 

become more convenient for human perception and analysis. At the 

same time, the specialization of data processing layers in DNd makes 

them more suitable for integration into the network model of a priori 

information about the subject area. However, as a rule, specific DND 

paradigms have more limited application in specific tasks (for example, 

some architectures can only be used for image recognition and are not 

suitable for other tasks). 

With the help of this type of neural network, we will check the 

accuracy of using this technique. The accuracy of the model should 

vary due to the use of multiple hidden layers in relation to input-output. 

Multi-layering should increase the potential of a small neural 

network, but it will increase the use of computing resources, so you 
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should be careful about the number of hidden layers of the neural 

network used. 

The backpropagation method will also be used as a learning 

algorithm. The weight of neural connections will be updated using the 

"stochastic gradient descent" algorithm. 

 

𝑤𝑖𝑗(𝑡 + 1) = 𝑤𝑖𝑗(𝑡) + 𝜂
𝜕с

𝜕𝑤𝑖𝑗
+ 𝜀(𝑡), (5.9) 

 

where η is the learning rate, 

C is the cost function, 

ε(t) is a type of stochastic function, 

Algoritm: 

Input: 

𝑋𝑛 – is a training sample 

η is the learning rate 

λ is the smoothing parameter of the functional Q 

Output: 

Weights vector w 

Body: 

1. Initiate weights 𝑤𝑖 , (𝑗 = 0, … , 𝑘, 𝑤ℎ𝑒𝑟𝑒𝑘 −
𝑑𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛𝑎𝑙𝑖𝑡𝑦𝑜𝑓𝑡ℎ𝑒𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠𝑝𝑎𝑐𝑒); 

2. Initiate the current evaluation of the functionality: 

 

𝑄 =∑𝐿

𝑛

𝑖=1

(𝑎(𝑥𝑖 , 𝑤), 𝑦𝑖); (5.10) 

 

3. Repeat: 

a. Calculate the object 𝑥𝑖 from 𝑋𝑛 (for example randomly); 

b. Calculate the output value of the algorithm𝑎(𝑥𝑖 , 𝑤) and 

error: 

 

𝜀𝑖 = 𝐿(𝑎(𝑥𝑖 , 𝑤), 𝑦𝑖); (5.11) 

  

c. Take a gradient descent step: 

 

𝑤 = 𝑤 − 𝜂𝐿𝑎
 (𝑎(𝑥𝑖 , 𝑤), 𝑦𝑖)𝜑

 (⟨𝑤, 𝑥𝑖⟩)𝑥𝑖; (5.12) 
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d. Evaluate the value of the functional: 

 

𝑄 = (1 − 𝜆)𝑄 + 𝜆𝜀𝑖 . (5.13) 

  

4. Until the value of Q stabilizes and/or the weights w stop 

changing. 

 

Listing 5.2. A fragment of Python code for creating and training a 

deep neural network 

import pandas as pd 

import numpy as np 

from keras.models import Sequential 

from keras.layers import Dense 

from keras.optimizers import Adam 

 

# Download data from files 

input_data_file = "Training.csv" 

target_data_file = "trainLabels.csv" 

 

input_data = pd.read_csv(input_data_file).values 

target_data = pd.read_csv(target_data_file).values 

 

# Data dimensionality check 

print("The dimensionality of the input data:", input_data.shape) 

print("The size of the labels:", target_data.shape) 

 

# Data normalization 

input_data = (input_data - input_data.mean()) / input_data.std() 

 

# Number of functions (number of columns in the input data) 

num_features = input_data.shape[1] 

 

# Number of classes (number of unique labels) 

num_classes = len(np.unique(target_data)) 

 

# We divide the data into training and validation samples 

split_ratio = 0.8 

split_index = int(split_ratio * len(input_data)) 
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x_train, x_val = input_data[:split_index], input_data[split_index:] 

y_train, y_val = target_data[:split_index], target_data[split_index:] 

 

# Building a DNN model 

model = Sequential() 

model.add(Dense(128, activation='relu', 

input_shape=(num_features,))) 

model.add(Dense(64, activation='relu')) 

model.add(Dense(num_classes, activation='softmax')) 

 

# Compile the model 

optimizer = Adam(lr=0.001) 

model.compile(optimizer=optimizer, 

loss='sparse_categorical_crossentropy', metrics=['accuracy']) 

 

# Training the model 

epochs = 50 

batch_size = 32 

 

model.fit(x_train, y_train, epochs=epochs, batch_size=batch_size, 

validation_data=(x_val, y_val)) 

 

# Assessment of model accuracy on test data  

test_loss, test_accuracy = model.evaluate(x_test, y_test) 

print("Accuracy on test data:", test_accuracy) 
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Figure 5.2. The structure of a deep neural network 
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This program uses the TensorFlow library to build and train a 

DNN neural network (Listing 5.2). The model has three layers: two 

layers with 64 neurons and the ReLU activation function, and an output 

layer with one neuron (no activation for regression). The mean squared 

error (MSE) as the loss function and the mean absolute error (MAE) as 

the model evaluation metric are used. The model is trained on 1000 

examples with 10 inputs and responses for 50 epochs. 

 

 

4.3 Convolutional neural network 

 

Convolutional neural networks (CNN, ConvNet) are deep direct 

propagation ANNs. In fact, they are a type of BNN adapted to image 

processing. Convolutional networks (Figure 5.3) are inspired by the 

organization of the visual cortex of animals, where individual cortical 

neurons respond to stimuli only in a limited area of the visual field 

(receptive field). The receptive fields of different neurons partially 

overlap in such a way that they cover the entire visual field. 

 

 
Figure 5.3. Scheme of a convolutional neural network [198] 

 

The CNN consists of input and output layers, as well as several 

hidden layers. In contrast to the general BNN paradigm, the hidden 

layers of CNN are usually specialized and consist of convolutional 

layers, aggregation layers, fully connected layers, and normalization 

layers. 

Only image data is used for the CNN training model. Processed 

single-channel images are fed to the input of the neural network. 
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Listing 5.3. A fragment of Python code for creating and training a 

convolutional neural network 

import numpy as np 

import tensorflow as tf 

from tensorflow.keras import layers, models 

 

# Loading data and labels 

images = np.load("images.npy") 

labels = np.load("trainLab.npy") 

 

# Normalize images to range [0, 1] 

images = images.astype("float32") / 255.0 

 

# Separation of data into training and validation sets 

split_ratio = 0.8 

split_idx = int(len(images) * split_ratio) 

train_images, val_images = images[:split_idx], images[split_idx:] 

train_labels, val_labels = labels[:split_idx], labels[split_idx:] 

 

# Creation of convolutional neural network architecture 

model = models.Sequential() 

model.add(layers.Conv2D(32, (3, 3), activation='relu', 

input_shape=(height, width, channels))) 

model.add(layers.MaxPooling2D((2, 2))) 

model.add(layers.Conv2D(64, (3, 3), activation='relu')) 

model.add(layers.MaxPooling2D((2, 2))) 

model.add(layers.Conv2D(64, (3, 3), activation='relu')) 

 

# Adding a fully connected layer for classification 

model.add(layers.Flatten()) 

model.add(layers.Dense(64, activation='relu')) 

model.add(layers.Dense(num_classes, activation='softmax')) # 

num_classes - the number of classes to classify  

 

# Compile the model 

model.compile(optimizer='adam', 

              loss='sparse_categorical_crossentropy', 

              metrics=['accuracy']) 
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# Training the model 

batch_size = 32 

epochs = 10 

model.fit(train_images, train_labels, batch_size=batch_size, 

epochs=epochs, validation_data=(val_images, val_labels)) 

 

# Model evaluation on test data 

test_loss, test_accuracy = model.evaluate(val_images, val_labels) 

print(f"Test accuracy: {test_accuracy}") 

 

 
Figure 5.4. The CNN model for image classification [199] 

 

This program uses a convolutional neural network with one 

convolutional layer, a pooling layer, a flat layer, and two fully 

connected layers. The convolutional layer has 32 filters with kernel size 

(3, 3) and ReLU activation function. After the convolution layer, a 

pooling layer with size (2, 2) is applied, which helps reduce the size of 

the image. The plane layer is then used to transform the raw data into a 

vector before passing it to the fully connected layers. When using the 

"MNIST" dataset with 35,000 retinal images containing 28x28 pixels, 

training will take much longer (Figure 5.4). 

 

 

4.4 Development of a graphical user interface 
 

Since the final product of this research involves its use by a doctor 

without the involvement of an additional specialist in setup and 

operation, it is necessary to develop a simple, intuitive user interface. 
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In order for the entire system to function in one program package, 

and it was distributed under a free license, Python programming 

language tools were also used to develop the graphical interface. We 

will use the Tkinter library in Python to create the graphical interface of 

the system for the diagnosis of diseases of the fundus, as indicated. To 

load and display images, we will use the Pillow library. 

One of the important advantages is that Python is a platform-

independent language, which allows software development to be 

abstracted from the settings of a specific operating system. Using 

Python to develop a software product allows you to reduce a number of 

requirements for the user's computer, on which the software will be 

installed. 

Python also has a wide range of libraries and frameworks that can 

be used in software development to greatly simplify its structure. So, in 

this programming language, there are, for example, libraries for reading 

and converting images of various formats into numerical arrays, which 

is a necessary step for performing image analysis. 

Given that Python is distributed under an open license, is an 

object-oriented programming language, has the necessary tools to 

implement all software functionality, in particular, libraries for working 

with images, technology for working with various DBMS, technology 

for creating graphical interfaces, this language was chosen for the 

implementation of the software. 

 

 
Figure 5.5. The main window 

 

If necessary, it is possible to download already measured images of 

the human retina. After the user uploads an image or takes new 
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measurements called from the created panel, the selected maps will be 

loaded and displayed on the main application window. Also, in further 

studies, it is planned to combine the created database with work with 

different DBMS. 

The appearance of the main window at the initial stage of work is 

shown in Figure 5.5. This program includes the ability to select ready-

made images of the retina and further work with them. It is also 

possible to search by patient and display the research history of this 

patient. 

It is possible to save data and diagnoses for further search and 

work with them. The methods of image processing and statistical 

analysis discussed in the previous sections have already been added to 

the logic of the graphical interface program. 

 

 
Figure 5.6. The main window with all activated functions 

 

The analysis unit is completely abstracted from the graphical 

interface and data visualization and outputs formed arrays of statistical 

and correlation moments, which are then displayed to the user and used 

as informative features in the decision-making process based on neural 

network technology methods. At this stage of the research, there is an 
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opportunity to choose a method that will support decision-making 

(multilayer perceptron, DNN, CNN). 

Clicking the "choose image" button activates the ready image 

selection window. In order to choose an image, you need to highlight 

the desired row of the table by clicking on it and click the "select" 

button. After that, the main window will display the selected image 

itself, the processed image with informative parameters highlighted, the 

distribution histogram and the recommended diagnosis. In order not to 

overload the main program window with digital data, calculated 

statistical indicators are not displayed. You can familiarize yourself 

with them in the created database of measurement histories. 

Clicking on the button "Display history of studies" displays a table 

with pre-recommended diagnoses. 

The main window with all activated functions looks as shown in 

Figure 5.6. 

 

 

4.5 Assessment of classification reliability and discussion of results 

 

After the diagnostic system is trained on the training data, it is 

tested using the data that was excluded from the training process. Thus, 

it is possible to compare the predictions of the trained model with the 

actual values. The Confusion Matrix is a means of assessing the quality 

of the classification model and the location of errors (Figure 5.7). 

 

 
Figure 5.7. Confusion Matrix 
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In this figure, the notation is: 

● TP - true positive: the classifier correctly assigned the object to 

the considered class; 

● TN - true negative: the classifier correctly states that the object 

does not belong to the considere d class; 

● FP - false positive: the classifier incorrectly assigned the object 

to the considered class (Type I error); 

● FN - false negative: the classifier incorrectly states that the 

object does not belong to the class in question (Type II error). 

To assess the reliability of the classification of the considered 

information system for image analysis, we will use the classic 

characteristics of the informativeness of diagnostic medical systems 

[147]: 

●  Accuracy (Acс) – the proportion of correct results (TP+TN) of 

the test among all examined patients (TP+TN+FP+FN), this indicator 

characterizes the probability of correctly diagnosing the functional state 

of a person: 

 

𝐴𝑐𝑐 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
100%; (5.14) 

 

● Precision (PRE) is the destiny of the forecasters positive results 

that are recognized with really true-positive results for all positively 

predicted objects. In other words, accuracy gives us the answer to 

vopros "Of all the objects that are classified as belonging to the class, 

how many are actually does it belong to him?” 

 

PRE=
𝑇𝑃

𝑇𝑃+𝐹𝑃
100%; (5.15) 

 

● Recall (sensitivity) (REC) is the proportion of all correctly-

positively predicted objects to the total number of truly positive ones. 

That is, completeness shows how many samples from all positive 

examples were classified correctly. The higher the fullness, the fewer 

positive examples are omitted in classifications. 

 

𝑅𝐸𝐶 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
100%; (5.16) 
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● Specificity (SP) is the proportion of correct negative results 

(TN) of the method among a group of healthy patients, this indicator 

characterizes the probability of a negative diagnostic result when the 

disease is absent: 

 

𝑆𝑃 =
𝑇𝑁

𝑇𝑁+𝐹𝑃
100%;; (5.17) 

  

Another informative and generalizing metric is the area under the 

error curve, which literally means the area under the ROC curve 

(Receiver Operating Characteristic) shown on figure 5.8. 

 

 
Figure 5.8. ROC curve 

 

The above characteristics should be calculated for an information 

system for the analysis of retinal images in the evaluation of eye 

pathologies. In Table 5.1 detailed parameter utilization have been 

listed. The results of the analysis of the diagnostic reliability indicators 

of this system (Accuracy, Precision, Recall, Specificity) according to 

Formulas 4.21-4.23 are given in Tables 5.2-5.5 and Figures 5.9-5.12 

show graphical representations of these indicators.  
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Table 5.1.  

Parameter used for Training of Neural Network Models 

 

 BNN DNN CNN (VGGnet) 

Activation 

Function 
Sigmoid ReLU ReLU 

Fully Connected 

Layer 
- 3 3 

Convolution 

Layer 
- - 16 

Learning Rate 0.2 0.2 0.5 

Epoches 200 200 200 

Image 

Resolution 
300×300 300×300 300×300 

 

Table 5.2  

Accuracy Percentages of Each Algorithm for Processed Image 

Classification Image 

 

 TRAINING TESTING 

BNN 60 61.2 

DNN 90.1 87.7 

CNN (VGGNET) 83.3 81.1 

 

 
Figure 5.9. Graphical representation of the measured accuracy for 

three types of neural networks 
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Table 5.3  

Precision Percentages of Each Algorithm for Processed Image 

Classification Image 

 

 TRAINING TESTING 

BNN 46 55.7 

DNN 92 84.6 

CNN (VGGNET) 83 81.4 

 

 
Figure 5.10. Graphical representation of the measured Precision for 

three types of neural networks 

 

Table 5.4  

Recall Percentages of Each Algorithm for Processed Image 

Classification Image 

 

 TRAINING TESTING 

BNN 64 63.4 

DNN 88.4 91.6 

CNN (VGGNET) 85.9 83 
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Figure 5.11. Graphical representation of the measured Recall for three 

types of neural networks 

 

Table 5.5  

Specificity Percentages of Each Algorithm for Processed Image 

Classification Image 

 

 TRAINING TESTING 

BNN 57 57.1 

DNN 91.6 84 

CNN (VGGNET) 80.3 79.1 

 

 
Figure 5.12. Graphical representation of the measured Specificity for 

three types of neural networks 
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As we can see according to Tables 5.2-5.5 and Figures 5.9-5.12, 

DNN showed the best classification results. It is also worth noting that 

the results of CNN are slightly smaller, so with some improvement of 

the method or better cleaning of the data, a higher result can be 

achieved. 

Also, the accuracy and other informative indicators of the 

classification results of the system are reduced due to the noisy data set, 

the taking of images with different lighting and different devices, as 

well as the erroneous pre-labeling of images by specialists. 

The high quality of classification is also proven by figure 5.13, 

which shows three ROC curves for the studied classification systems. 

Again, we can make sure that the results of DNN and CNN are quite 

close and under different conditions can show themselves at a 

sufficiently high level for medical classification of diagnoses. 

According to the graphs, DNN and CNN approach the point with 

coordinates (0, 1) much closer than BNN, which is an indicator of an 

ideal classifier. In further research, it is planned to develop algorithms 

that have achieved the best results, test new ones, and test bad BNN 

results for a better understanding of the classification problem and its 

complexities. 

 

 
Figure 5.13. ROC curves of BNN, DNN and CNN 

 



98 

It is worth noting that in the case of CNN, when a new image is 

loaded into the diagnostic system to predict the diagnosis, it gives 

results in probabilistic characteristics, in fact, it shows the probability 

of classifying the image into different classes. Figure 5.14 shows the 

results of system diagnostics for different stages of diabetic retinopathy 

and their morbidities. 

 

 
Figure 5.14. Probabilistic Result of Image Class Identification 
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According to the given data, we can observe that for levels 0, 1, 4, 

the probability of a correct prediction is more than 50%, while the rest 

of the points are distributed among the remaining classes. And at level 

2 and 3, the probability values are less than 50%, and they are also 

quite equal to each other, which is the main drawback in the 

classification of these two classes and the main reason for reducing the 

accuracy of model diagnostics. At the same time, it should be noted 

that the binary classification according to the two nosologies "Normal" 

or "Pathology" shows much better results than the classification with a 

defined level. 

 

   
a) b) c) 

 

Figure 5.15. Confusion matrixes 

 

Figure 5.15 shows confusion matrixes, which are built based on the 

results of the studied algorithms (CNN – a, DNN – b, BNN – c). It is 

worth noting that the test sample of the investigated images is quite 

weighted, that is, the number of samples with "Normal" and 

"Pathology" is comparable. 

 

 

4.6 Study of Cardiovascular Diseases in the Retina, Obtained by 

Optical Coherence Tomography 

 

With the rapid development of artificial intelligence technology, 

the degree of integration of medicine and artificial intelligence is 

increasingly strengthened, and in the medical field, due to the 

aggravated aging of population in China, the impact of cardiovascular 

risk factors on the residents' health has become more and more 

significant. In our country, diseases of the cardiovascular system are 

the main cause of death every year, almost on a par with the 

consequences of COVID-19, cardiovascular diseases annually claim 
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the lives of more than 2.5 million people a year. This number is 

steadily growing every year. The negative upward trend in the 

incidence of the cardiovascular system increases the relevance of the 

proposed work. For this reason, the object of study of the proposed 

article was the study of pathologies of the cardiovascular system. The 

main object of the research is an automated artificial intelligence 

system for the study of three types of cardiovascular diseases (CVD) in 

the retina (hypertensive retinopathy, retinal artery occlusion, ischemic 

neuropathy), obtained by photographing the fundus using modern 

artificial intelligence algorithms (Deep Neural Networks (DNN). This 

paper aimed to develop an intelligent system for the study of 

cardiovascular pathologies (hypertensive retinopathy, retinal artery 

occlusion, ischemic neuropathy) based on images of the retina of the 

fundus with the possibility of diagnosing some complications. As a 

result, the study of three types of cardiovascular diseases based on 

images of optical coherence tomography, implemented with a machine 

learning module for predicting the risk of developing the disease with 

diagnostic and consulting functionality. The model showed an accuracy 

of 92% which obtained results are good performance indicators of the 

system.  

AI refers to Information technology created by humans to simulate 

the human thinking process, extend and expand the characteristics of 

human thinking. However, due to the complexity of clinical problems, 

it is difficult to establish such a large database, and the development of 

expert systems has encountered a bottleneck, so machine learning 

(ML), an AI system that can automatically learn through data 

accumulation and then complete automatic recognition, came into 

being. In addition, on the basis of ML, experts in the field of computer 

science combined with artificial neural networks to further develop a 

deep learning (DL) system, so that the DL system has the ability to 

directly extract its data characteristics from a large amount of raw data. 

It is precisely with this efficient identification and classification ability 

that AI has been widely used in the medical field and has provided 

great help to medical research. The rapid development of medical and 

healthcare big data, AI algorithms and innovations in various visual, 

speech and tactile recognition and understanding technologies have 

brought broad application prospects for medical AI products, making 

medical activities less costly and more efficient. If we turn to the 

statistics of CVD in Western countries, with the use of early diagnosis 
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and methods for determining heart disease, a decrease in patients is 

observed [200]. Timely access to a specialist, diagnosis, treatment and 

prevention increases life by another 10-15 years. In our country, despite 

a significant improvement in the quality of medical care, there are still 

high rates of mortality from CVD. The reason for this is the untimely 

and sometimes late appeal to a specialist. It is not uncommon for a 

patient to be unaware that he may have heart problems. 

For this reason, an important problem is the preclinical diagnosis 

of possible complications of CVD by non- traditional methods, but by 

easier and more affordable means. 

One of the simplest, most easily observed non-invasive imaging 

results is the retinal image obtained using optical coherence 

tomography (OCT) and photography of the fundus using a fundus 

camera. 

A widely used device for optical coherence tomography is a 

modern method of examining the fundus, providing complete visual 

information of the eye tissues with complete morphological 

information. In simple words, this device photographs the eye at the 

micro level. The resulting image, if properly recognized, will provide 

information about the blood vessels, as well as about possible 

progressive heart diseases. 

We will consider the pathologies leading to loss of vision if not 

taken properly. 

Hypertensive retinopathy does not lead to loss of vision, but can 

affect the development of other eye diseases leading to loss. High blood 

pressure is the main causative agent of hypertensive retinopathy. It can 

have an adverse effect on the retina and contribute to the development 

of hypertensive retinopathy, thereby causing other eye diseases that 

threaten vision. Changes in the caliber of blood vessels, size, volume 

and thickness on the retina are the main symptoms of this disease 

[201]. In ophthalmological analysis, a decrease in the diameter of 

retinal arterioles in relation to the diameter of venules is observed. 

Occlusion of a retinal artery can cause vision loss. The reaction to 

light of the affected eye may be weak. On the eye with occlusion, you 

can see a cloudy fundus with a brown-red spot on the central fossa. The 

thickness of the artery narrows and visually it may look like a bloodless 

vessel. The disease more often affected persons over 55 years of age. 

Symptoms of the disease can be headaches, pain in the temporal region, 

fatigue, or all the symptoms together. Usually, this pathology develops 
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against the background of hypertension, rheumatic heart disease, 

atherosclerosis, and diseases of the autonomic nervous system [202, 

203]. 

Ischemic neuropathy is accompanied by ischemic convolutional 

neural networks performed recognition of the OCT image of the retina 

and the image of the fundus. To implement the collection, the system 

has a built-in module for storing data, controlling anomalies, receiving 

data from the fundus camera. 

The digital health profile of patients with CVD was compiled as a 

result of fixing the OCT scan of the retina of the fundus photo of the 

patient, using the method of continuous monitoring of data from fundus 

cameras in real time. 

To solve the problem of image recognition, a model based on the 

Inception 4 convolutional neural network was created, as well as an 

error correction method to increase the accuracy of the neural network 

model. The feature rejection module, with the least influence, will 

reduce the dimension of the matrix used. Also, to increase efficiency in 

time, fuzzy k-means clustering was applied. This will affect the time 

spent on data processing and time for recognition. 

In this paper, a 4-layer hidden layer neural network is set up to 

predict whether one has cardiovascular disease or not, and a binary 

classification model with 30 variables such as gender, age, 

hypertension, and retinal vascularization as inputs, hidden layer nodes 

are set to 50, and the output layer nodes are 2. The model graph is 

shown in Figure 5.16:  

 

 
Figure 5.16. Fully connected neural network structure diagram 
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𝑦 = 𝑊𝑇𝑥 + 𝑏           (5.18) 

 
𝑑𝑙

𝑑𝑥
= 𝑊 ∗

𝑑𝑙

𝑑𝑦
,
𝑑𝑙

𝑑𝑤
= 𝑥 ∗ (

𝑑𝑙

𝑑𝑦
) 𝑇   (5.19) 

 

(Formula 1,2) where x as the input vector, W as the weight 

matrices for the respective layers, b as the bias vectors for the 

respective layers, y as the output vector. ℓ is the neuron of the layer. 

For a picture training set containing m samples, the overall cost 

function J can be represented mathematically as the average of the 

individual costs for each sample. (Formula 5.20) 

 

𝐽(𝑊. 𝑏) =
1

2
∑ 𝐽(𝑊, 𝑏, 𝑥𝑙 , 𝑦𝑙)

𝜆 

2
∑ ∑ ∑ (𝑊𝑗

𝑙)2𝑠𝑙+1
𝑗=1

𝑠𝑙
𝑖=1

𝑛𝑙−1
𝑙=1

𝑚
𝑖=1       (5.20) 

 

Data collection and preprocessing 

This stage is aimed at filtering, normalizing data. It also detects 

anomalies, outliers, cleansing the data and bringing them into a form 

suitable for use by a neural network. The choice of parameters, 

determining the number of layers of the neural network, the sizes of the 

input layers, activation functions, and exclusions are also performed at 

this stage [204].  

This paper uses the original Cardiovascular Diseases dataset from 

the CDC's publicly available Behavioral Risk Factor Surveillance 

System (BRFSS) 2021, which has a total of 438,693 data entries and 

304 feature variables. First, the training data was loaded. For the test, 

the RFMiD_Training_Labels.csv dataset with 47 features was used. 

The characteristic of this data set is represented by the following 

features: Diabetic retinopathy, Age-related macular degeneration, 

Media haze, Drusen, Myopia, Branch retinal vein occlusion, 

Tessellation, Epiretinal membrane, Laser scars, Macular scars, Central 

serous retinopathy, Optic disc cupping, Central retinal vein occlusion, 

Tortuous vessels, Asteroid hyalosis, Optic disc pallor, Optic disc 

edema, Optociliary shunt, Anterior ischemic optic neuropathy, 

Parafoveal telangiectasia, Retinal traction, Retinitis, Chorioretinitis, 

Exudation, Retinal pigment epithelium changes, Macular hole, Retinitis 

pigmentosa, Cotton-wool spots, Coloboma, Optic disc pit maculopathy, 

Preretinal hemorrhage, Myelinated nerve fibers, Hemorrhagic 

retinopathy, Central retinal artery occlusion, Tilted disc, Cystoid 
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macular edema, Posttraumatic choroidal rupture, Choroidal 

folds,Vitreous hemorrhage, Macroaneurysm, Vasculitis, Branch retinal 

artery occlusi on, Plaque, Hemorrhagic pigment epithelial detachment.  

Further, the data for the test and processing were also loaded. 

Processing and filtering of data proceeded according to the methods 

presented in the works of the authors [205, 206]. The data of patients 

who have several types of diseases were checked. Accordingly, there is 

a change in the form of the table for convenience. Thus, we get a 

readymade table for further work. It is important to note that the ratio 

of patients without cardiovascular disease to patients with CVD was 

23/77.  

The recognition module contains a convolutional neural network 

named InceptionV3.  

Inceptionv3 is a convolutional neural network that has a depth of 

50 core layers. It was created and trained at Google [207]. A pretrained 

Inceptionv3 model with ImageNet weights can also classify up to 1000 

objects. The input image size of this network is 299×299 pixels, which 

is larger than that of the VGG19 network. In 2014, at the ImageNet 

competition, where the tasks of detecting, classifying and localizing 

objects in an image were solved, the VGG19 network took second 

place, and the Inception network became the winner.  

Based on pre-prepared data, we create a model based on 

InceptionV3. First, a feature extraction module was implemented based 

on filters according to the algorithm presented in [208, 209]. The first 

layer of the neural network receives pixels to apply filters to determine 

features, which are then used to form a feature map. Feature extraction 

was performed by a convolutional neural network, which is currently 

the most optimal in recognition and classification tasks [210, 211]. 

Several filters were used to preserve complexity and maintain image 

quality, following the example of the work of the authors.  

Further, the data is transferred to the activation layer to increase 

the nonlinearity. A straightened linear unit has been applied. After this 

stage, the data merging stage passed, during which the image 

compression process will take place. The merging layer will save the 

image from unnecessary data, they are a noise, an interference, an 

unnecessary background information, depending on the size of the 

filter. The compression process involves representing the data as a 

vector for processing.  
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The last layers of the CNN perform the review and analysis of the 

input data, combine them into attributes according to similar features, 

and perform a general analysis of this data. On these layers, the process 

of classification and recognition will be carried out.In general, after 

processing the input data, it is expected to train based on a hybrid 

neural network architecture that combines InceptionV3 and fuzzy k-

means. Recurrent neural networks will perform data storage in short-

term memory cells (LSTM) and fully connected layers. As a result, 

regression on fully connected layers will be obtained. For example, you 

can analyze the process of recognizing hypertension in the following 

image in Figure 5.17.  

 

 
Figure 5.17. Photograph of the fundus with a sign of hypertension and 

Occlusion of the central retinal artery  

 

In the lower part, you can see that the dark vein and the lighter 

artery, their intersection is clearly visible in the picture, and where the 

intersection of the vein is narrowed by the artery and this is considered 

a clear sign of hypertension. And the narrower the vein, the more it is 

compressed. That is, the greater the neglect of hypertension. For such a 

sign, an approach is provided to look for decussations, abnormal 

constrictions, or even the absence of some veins. The disease area is 

localized with a bounding box, thereby saving time [212, 213]. This 

approach is based on InceptionV3 clustering and fuzzy k-means. fuzzy 

k-means offers instead of processing the entire whole image, working 

only with the part where there are conditional features (narrowing, 

crossing, and others).  
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Using the LabelImg package, markers are placed to install bbox. 

Width, length, X and Y positions are stored in json files. For each 

snapshot, a separate data file is created for further dataset generation.  

Occlusion of the central retinal artery occurs when the lumen of the 

central artery is closed by a thrombus, embolus, or spasm of the 

muscular wall of the artery in patients with hypertension, heart defects, 

endocarditis, atrial fibrillation, atherosclerosis, rheumatic diseases, 

chronic infectious diseases. On the retina is indicated by a dark spot.  

Acute circulatory disorders appear with myocardial infarction, 

after thrombosis. The picture describes the turbidity of the retina with a 

red spot in the central part of the cornea. Here you need to focus on the 

differences in colors and shades in certain areas of the image. (Figure 

5.18) 

 

 
Figure 5.18. Acute circulatory disorders [10] 

 

Training will be based on the classical algorithms used in [214, 

215]. The results of the comparison will be presented in the form of an 

analysis. 

The logic of the process of collecting information for studying the 

history of diseases by scanning the fundus in the medical center, 

preparing datasets for the application of machine learning algorithms 

has been developed. Recognition of the fundus image was carried out 

using the methods of the InceptionV3 convolutional neural network 

with fuzzy k-means, with the ability to localize in specific areas of the 

image, thereby saving time on recognition. Prediction of diagnostic 

parameters using artificial intelligence algorithms was carried out. 

Prediction of diagnostic indicators using machine learning methods was 

carried out on the example of several sick patients. Conducted testing 
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and analysis of the results. The architecture of the system based on 

microcontrollers with the possibility of expansion has been developed 

[216, 217]. The training process lasted for 12 epochs and took about 19 

min. Accuracy and learning loss varied over the following ranges as 

illustrated on Figure 5.19: 

 

 
Figure 5.19. Accuracy 

 

In test experiments, the model showed an accuracy of 92 percent. 

In the definition of the disease hypertension hypertension and 

Occlusion of the central retinal artery the accuracy is 96%, the recall is 

96%, F1=94%, val_loss: 0.1636, val_accuracy: 0.6935. The 34 images 

of healthy patients used in the experiment, 29 images were correctly 

identified as healthy, 5 images were identified as pathological. The 

remaining 116 images with signs of the disease were correctly 

identified 93 images, therefore the remaining 23 were assigned to the 

wrong group. The obtained results are good performance indicators of 

the system in comparison with works [218, 219], however, there is one 

more improvement of the developed system. The program has advisory 

functionality with the ability to diagnose some complications. The 

presence of such a module significantly improves the demand for this 

system among potential patients, facilitates the work of medical 

personnel, partially unloading their workload, saves time for the 

patients themselves and the people who care about them. 

Cardiovascular Diseases in the Retina, the coronary disease with 

the highest morbidity and mortality in the world, gives doctors a lot of 
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headaches and also makes doctors bear a lot of work. Identification of 

Cardiovascular Diseases in optical coherence tomography (OCT) 

images by computer aided technology can not only free doctors from 

complicated diagnostic tasks, but also has great significance for early 

detection of Cardiovascular uDiseases in the Retina and timely 

intervention for patients. In the experiment, study of three types of 

cardiovascular diseases (CVD) in the retina (hypertensive retinopathy, 

retinal artery occlusion, ischemic neuropathy), using the methods of 

neural networks, image recognition performed with the definition of the 

details of each disease.performed on images of 150 patients with 47 

features. In this set of patients without CVD is 23% percent or 34 

patients. And the results obtained on these data with a training accuracy 

of 96% are undoubtedly a good result compared to the work of the 

scientists discussed above. The experiment can shorten the diagnosis 

time of doctors, and can be used as the basis for assisting doctors to 

make further diagnosis. 

 

 

4.7. Optical method of investigating eye diseases and system for 

diagnosing diabetic retinopathy 

 

The proposed approach to the recognition of images of fundi is 

based on the use of the knowledge of specialists in the field of 

ophthalmology and consists of creating an expert system for the 

diagnosis of glaucoma. The basis of the system is a reference sample of 

digital images, the description of which is stored in the knowledge 

base. An important component of the system is the analytical 

subsystem, which includes many rules by which decisions are made 

(Figure 5.20) [9, 10, 130, 166]. 
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Figure 5.20. The analytical subsystem, which includes many rules, 

according to which decision-making is carried out. 

 

There are factors that have a dominant influence on the correctness 

of image recognition. As a result of the research conducted here, 
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several factors that had the most significant impacts on the accuracy of 

the measurement results were identified, and they were divided into 

three groups based on the type of source (instrumental, methodical, 

subjective user errors). 

For the considered system, instrumental factors can be classified 

into two groups; the first is that of factors that are due to physical 

processes in the equipment used, while the second is that of factors that 

are due to the influence of external conditions. The first group of 

instrumental factors includes the noise of the image sensor, color 

distortions of the camera, brightness distortions, diffraction effects of 

the optical system, uneven spectral characteristics of the illuminator in 

the ophthalmoscope, uneven illumination of the drug in the field of 

view of the camera, etc. The factors of the second group include factors 

determined by the external conditions of the system’s application [34, 

103, 173]. 

So, for example, an image registered in the system can be affected 

by factors such as the presence of bright external lighting (sunlight), 

which can decrease the contrast of the image. In addition, the external 

factors include surface vibration (this can lead to image distortion when 

using large exposures) [14, 15]. 

First, the methodological factors include the measurement model 

and mathematical methods of image processing that are implemented in 

the system software, as well as the discretization and quantization 

operations that are carried out when forming a digital image. 

A group of factors that depend on the user is related to the setting 

of the ophthalmoscope (the choice of the lens, the position of the 

condenser, field, and aperture diaphragm, the voltage of the lamp, and 

light flux correction filters, position of the lens focus). Along with 

these, this group includes factors related to the selection of the field for 

research and the positioning of the research object in the field of view 

of the camera, as well as factors that depend on the user in the 

interactive mode of image processing (when the processing parameters 

are specified by the user when implementing the processing in the 

application software). 

Many authors have created models for the diagnosis and 

classification of glaucoma using a variety of research approaches and 

computer programs. These methods have led to the development of 

several research models. Most of these models include several layers of 

performance analysis using deep learning. Many similarities between 
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retinal disease and glaucoma make it difficult to distinguish between 

them. The authors used such parameters as intraocular pressure, field of 

vision, excavation diameter to OD diameter ratio, excavation area to 

OD area ratio, excavation volume to OD volume ratio, excavation area, 

excavation volume, area neuroretinal belt, volume of the neuroretinal 

belt, average thickness of the nerve fiber layer along the edge of the 

disc, cross-sectional area of the nerve fiber layer along the edge of the 

disc. 

In the past, glaucoma could be identified from these digital 

recordings of retinal images. This strategy has been used in the vast 

majority of clinical trials, making it the most commonly used 

technique. 

The image classification method was used to analyze the data and 

organize things into categories. This project required numerical 

analysis of the image filled correctly. In order to finish the study on 

time, the information needs to be entered in different groups, such as 

“normal” and “glaucoma”. They used the U-Net segmentation 

technique to accurately identify and segment the optic cup in the retinal 

fundus photographs they examined. 

A detailed analysis of the methods used today to diagnose 

glaucoma is presented in the work of the authors: Kashyap, R.; Nair, 

R.; Gangadharan, S.M.P.; Botto-Tobar, M.; Farooq, S.; and Rizwan 

[66]. 

It should be noted that the CNN technique for the diagnosis of 

glaucoma involves combining the results of two different types of 

measurements, namely temporal and geographical data. Because they 

did it this way, they could use both time and place data. Thanks to these 

characteristics, it was possible to make a reliable diagnosis of the 

condition of the eye (on the basis of a static structural system). 

 

 

4.7.1 Algorithmic Software Implementation for  

Processing Biomedical Images 

 

During the analysis of the characteristics of a fundus, the reliability 

of the final assessment of the images therein should be increased by 

using expert methods. The proposed approach to the recognition of 

images of fundi is based on the use of the knowledge of specialists in 

the field of ophthalmology and consists of creating an expert system for 
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the diagnosis of glaucoma. The basis of this system is a reference 

sample of digital images, the description of which is stored in a 

knowledge base. An important component of the system is the 

analytical subsystem, which includes many rules by which decisions 

are made. 

To obtain a diagnosis with the help of an expert database, we 

suggest using elements of fuzzy logic. We built a model on the basis of 

actual data. 

Using an algorithm from a processing method based on the fuzzy 

logic apparatus, we obtain the following. 

When entering the data we obtain the following (Figure 5.22). 

 

 
Figure 5.22. Input of initial data. 

 

When saving the data, i.e., entering the lower and upper values, we 

can enter the patient’s data. 

Having obtained the result, we can conclude that the patient has 

glaucoma of the third degree (Figure 5.23). 
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Figure 5.23. Entering the patient’s input data. 

 

 

4.7.2 Physical Modeling of the Optical–Electronic System for 

Researching Pathologies of Fundi 

 

Physical modeling of the optical–electronic system for researching 

pathologies of fundi performed for the formation of an optical–

electronic system for entering biomedical information. 

The optical–electronic system for obtaining images of the retina of 

an eye is related to medicine, namely, to devices for examining fundi, 

and it can be used in ophthalmology to conduct medical and biological 

research and, specifically, to fix images of retinas. The optical channel 

is realized as follows. 

The radiation flow coming from the radiating surface of the source 

to the remote illuminating surface can be calculated as follows (1): 

 

Ф = 𝐿 ⋅ 𝑆𝑠𝑜𝑢𝑟𝑠𝑐𝑒 ⋅ 𝑆𝑠𝑞 ⋅
𝑐𝑜𝑠𝛽1⋅𝑐𝑜𝑠𝛽2

𝑙2
, (5.21) 

 

where L is the brightness of the emitting surface; S source is the area of 

the radiating surface; S sq is the area of the illuminating surface; β1 is 

the angle between the direction of radiation propagation and the normal 

to the radiating surface; β2 is the angle between the direction of 
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radiation propagation and the normal to the illuminating surface; and l 

is the distance between the surfaces. 

If the lighting system directs radiation into the eye through a pupil 

area with an area Ssource, then this area can be considered as a light-

emitting surface, the brightness of which Llaser due to the transition of 

light rays from the air to the eye is related to the brightness of the 

source—the LED Ldiode—according to the following Expression (1), 

(2): 

 

𝐿𝑙𝑎𝑠𝑒𝑟 = 𝑛𝑒𝑦𝑒2 ⋅ 𝐿𝑑𝑖𝑜𝑑𝑒, (5.22) 

  

where Neye is the average refractive index of eye tissues. 

Taking Expression (2) and the transmission coefficient of the 

optical system of the eye τeye into account, Expression (1) for the light 

flux falling on the retina can then be written in the following form: 

 

𝐹 = 𝜏𝑒𝑦𝑒 ⋅ 𝑛𝑒𝑦𝑒2 ⋅ 𝐿𝑑𝑖𝑜𝑑𝑒 ⋅ 𝑆𝑠𝑜𝑢𝑟𝑐𝑒
′ ⋅ 𝑆𝑒𝑦𝑒′ ⋅

𝑐𝑜𝑠𝛽1⋅𝑐𝑜𝑠𝛽2

𝑙𝑒𝑦𝑒2
,  (5.23) 

 

where Seye’ is the area of the retina; and leye is the distance between 

the pupil and the retina. 

When the light flux spreads along the optical axis of the eye, which 

is assumed to be perpendicular to the planes of the pupil and retina (β1 

= β2 = 0), the illumination of the retina will be 

 

𝐸ока =
𝐹

𝑆𝑠𝑞
=
𝜏𝑒𝑦𝑒 ⋅ 𝑛𝑒𝑦𝑒2 ⋅ 𝐿𝑑𝑖𝑜𝑑𝑒 ⋅ 𝑆𝑠𝑜𝑢𝑟𝑐𝑒

′

𝑙𝑒𝑦𝑒2
 (5.24) 

 

Expression (4) is true for the illumination of a retinal point lying 

on the optical axis of the eye. However, since the fundus is a sphere 

and due to the multiple reflections of light rays inside the eye, it can be 

assumed that the illumination of the entire retina is uniform and is 

determined by Expression (4). 

A uniformly illuminated retina, diffusely reflecting the light stream 

falling on it, represents a secondary light source, the brightness of 

which will be equal to 
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𝐿𝑒𝑦𝑒 =
𝜌 ⋅ 𝐸𝑒𝑦𝑒

𝜋
=
𝜌 ⋅ 𝜏𝑒𝑦𝑒 ⋅ 𝑛𝑒𝑦𝑒2 ⋅ 𝐿𝑑𝑖𝑜𝑑𝑒 ⋅ 𝑆𝑠𝑜𝑢𝑟𝑐𝑒

′

𝜋 ⋅ 𝑙𝑎𝑙𝑖𝑔𝑛𝑙𝑒𝑦𝑒2
 (5.25) 

 

where ρ is the diffusion reflection coefficient. 

Illumination of the retinal image takes place on the photomatrix, 

which is built with the following optical system: 

 

𝑃 =
𝜏о𝑠 ⋅ 𝜋 ⋅ 𝐿𝑐

4
⋅ (
𝑘′

𝑘
)

2

⋅ (
𝐷

𝑓′
)
2

⋅
𝛽𝑝
2

(𝛽 − 𝛽)2
 (5.26) 

 

where оs is the transmission coefficient of the optical system; n’ is the 

refractive index of the medium in the image space (k’ = 1); n is the 

index of refraction of the medium in the space of objects (k = noka); D 

is the diameter of the entrance pupil of the optical system; f’ is the focal 

length of the optical system; βp is the linear increase in the optical 

system in the pupils; and β is the linear increase in the optical system. 

Substituting (5) into (6) and assuming a linear increase in the 

pupils βp = 1, for the illumination of the retinal image on the 

photomatrix, we obtain 

 

𝑃′ =
𝜏о𝑐 ⋅ 𝜏ока ⋅ 𝜌 ⋅ 𝐿сд ⋅ 𝑆дж

′

4 ⋅ 𝑙ока2
⋅ (
𝐷

𝑓′
)
2

⋅
1

(1 − 𝛽)2
 (5.27) 

 

 

Let us assume that τeye = 0.5, τos = 0.9, ρ = 0.2, leye = 24, and 

diameter = 24 mm. The maximum brightness of the light source that 

can be transmitted when directly observed is 7500 cd/m2. So that 

patients would not feel discomfort, as an illuminator, we chose an 

LED; Lsd = 7000 cd/m2. Let us also assume that the projection of the 

source onto the pupil of the eye occupies 50% of its area. In this case, 

with a pupil diameter of 6 mm, Sd.pup = 14.13 mm. To perceive the 

image, we used the 6.6 Megapixel CMOS photomatrix 

NOII4SM6600A, the main indicators of which are as follows: 
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Table 5.7.  

Photomatrix indicators 

 

Dimensional capacity 2210 × 3002 

Optical format, inches 1 

Range of spectral sensitivity, nm, 

нм 
400…1000 

Apparent sensitivity, V/(lx/s) 2.01 

Dark signal, mV/s 3.37 

 

The required linear increase β in the optical system can be 

determined by the ratio that corresponds to the condition under which 

the retinal image occupies the largest part of the photomatrix area: 

 

𝛽 =
𝐻𝑝ℎ𝑚

𝐷с
, (5.28) 

 

where Hphm is the height of the photomatrix; and Dretina is the diameter 

of the retina. 

The optical matrix format of 1 inch corresponds to the size of 12.8 

× 9.6 mm. The diameter of the human retina is 22 mm. Then, 

 

𝛽 =
9.6

22
= 0.436.   

 

By substituting numerical values for the definition in Expression 

(7), we obtain 

 

𝐸′ =
0.9 ⋅ 0.5 ⋅ 0.2 ⋅ 7000 ⋅ 14.13

4 ⋅ 242
⋅ (
𝐷

𝑓′
)
2

⋅
1

(1 − 0.436)2

= 12.146 ⋅ (
𝐷

𝑓′
)
2

 

(5.29) 

 

To carry out further calculations, we will determine the 

illumination of the photomatrix E’ at which the value of the useful 

output signal will be comparable to the dark one. The minimum 

illumination of the image at which it is indistinguishable from the 

background noise is found using the sensitivity of the photomatrix and 

the value of the dark signal: 
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Е0 =
3.37⋅10−3

2.01
= 1.677 ⋅ 10−3(Lx)  

 

To obtain a good image of the retina, the illumination of the 

photomatrix must be at least 10 times higher than this value. Therefore, 

 

Е′ = 0.01677(Lx)  

 

Then, using Expression (9) for the geometric luminous intensity of 

the optical system, we have 

 

(
𝐷

𝑓′
)
2

=
0.01677

12.146
= 1.38 ⋅ 10−3 (5.30) 

 

In order to use the entire field of the optical system, the entrance 

pupil must be aligned with the plane of the eye pupil. In this case, the 

field aperture will be the frame of the photomatrix, and with the linear 

magnification selected in accordance with Expression (8), the image of 

the entire retina will be formed on the photomatrix. The diameter of the 

entrance pupil of the optical system D is chosen to be equal to 3 mm. 

As a result, the area of the entrance pupil of the optical system is equal 

to 7.065 mm2, which is 25% of the area of the pupil of the eye with a 

pupil diameter of 6 mm. Then, from Expression (10), for the focal 

length of the optical system, we obtain 

 

𝑓′ = √
9

1.38⋅10−3
= 80.76(mm)  

 

When calculating the focal length of the optical system, the linear 

increase in the pupils βp was taken to be equal to 1. This corresponds to 

the case when the distance −zp from the front focus of the optical 

system to the input pupil is equal to the front focal length of the optical 

system: 

 

−𝑧𝑝 = −𝑓 = −80.76(mm)  

 

The distance from the front focus to the retina is equal to 

 

−𝑧 = −𝑧𝑝 − 𝑙ока = −80.76 − 24 = −104.76(mm)  
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The distance z’ from the back focus to the retinal image formed in 

the photomatrix plane is determined using the linear magnification of 

the optical system β: 

 

𝑧′ = 𝛽 ⋅ 𝑓′ = 0.436 ⋅ 80.76 = 35.21(mm).  

 

The results of this study can be generalized to a variety of imaging 

modalities. The proposed method of transfer of learning has an 

additional advantage, as it can be applied in various areas of medicine 

and biology 
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CONCLUSIONS 

 

The main goal of this study is to increase the accuracy of 

diagnosing diabetic retinopathy using the methods of preprocessing of 

microscopic images followed by analysis and differentiation of 

pathologies using a decision support system based on neural network 

technologies. This system should help doctors correctly and accurately 

determine diabetic retinopathy even in the early stages, which will help 

avoid complications and save a person's vision. 

The results of the dissertation research solved the urgent task of 

increasing the informativeness, accuracy and reliability of the 

classification of the information system for the diagnosis of diabetic 

retinopathy. 

An analysis of the existing methods of diagnosing eye diseases was 

carried out, and it was established that in the case of early cases, 

diagnosis allows preventing severe stages of the disease. A comparative 

analysis of existing methods of medical diagnosis of gout disease is 

given, from which it can be seen that the reliability of diagnosing 

pathologies of the above-mentioned methods is significantly improved, 

which is possible due to the intellectualized analysis of measured 

images with the help of a computer decision support system. Intelligent 

analysis and image pre-processing to improve the informativeness of 

the data have expanded the capabilities of ophthalmic systems. 

A number of existing methods for a decision support system were 

analyzed. The choice of a rule for a decision support system was 

justified, based on the fact that with a given number of samples and 

informative parameters, neural network technologies are best suited 

due to sufficient accuracy, simplicity of working with numerical 

characteristics. An analysis of existing neural network algorithms was 

carried out, their pros and cons were indicated. 

A method of pre-processing of images of the retina in diabetic 

retinopathy was developed, which includes: Converting the image to 

grayscale, processing them using a median filter, which allowed to 

remove noise and defects of lighting and equipment that took images. 

Image compression algorithms with minimal information loss were 

used to save computer resources. Binarization of image features was 

also carried out, as well as a Sobel filter was applied to highlight image 

contours. The technique of removing the background lighting of the 
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image to improve its informative characteristics is analyzed. Selection 

of RGB components for further classification of the received images. 

The architecture and algorithm of the method and information 

system for the diagnosis of fundus images were developed. A database 

of informative statistical indicators has been created, for further 

reproduction and analysis on various systems, the main characteristics 

are: Average value, Median, Standard deviation, Asymmetry, Mean 

absolute deviation, Mean squared error and others. 

A decision support system based on neural networks was 

developed to help doctors in the process of diagnosing diseases of the 

fundus. The results of classification by three rules (BNN, DNN, CNN) 

were analyzed, their indicators were determined, and it was decided 

that DNN coped best with the task (Accuracy = 87.1%, Precision = 

84.6%, Recall = 91.6%, Specificity = 84%). 

The obtained results can be used to solve the problem of improving 

the quality of diagnosis and classification of diseases with the 

possibility of early detection and treatment of the disease. 
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Appendixes 

A. Block diagram of the multilayer perceptron learning 

algorithm 
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B. Deep neural network structure 
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C. Statistical indicators for neural network training 
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D. An example of generated and processed retinal images 

for neural network training 
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E. Exemplary listing of the graphic user interface code 

import tkinter as tk 

from tkinter import ttk, filedialog 

from PIL import Image, ImageTk 

 

class DiseaseDiagnosisApp(tk.Tk): 

    def __init__(self): 

        super().__init__() 

 

        self.title("Diagnosis of fundus diseases") 

        self.geometry("800x600") 

 

        self.image1_block1 = None 

        self.image2_block1 = None 

        self.image3_block1 = None 

 

        self.image1_block2 = None 

        self.image2_block2 = None 

        self.image3_block2 = None 

 

        self.create_widgets() 

 

    def create_widgets(self): 

        # Block 1: Select image and output 3 images 

        block1 = tk.Frame(self) 

        block1.pack(side=tk.TOP, padx=10, pady=10) 

 

        self.image_label1_block1 = tk.Label(block1) 

        self.image_label1_block1.pack(side=tk.LEFT, padx=10, 

pady=10) 
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        self.image_label2_block1 = tk.Label(block1) 

        self.image_label2_block1.pack(side=tk.LEFT, padx=10, 

pady=10) 

 

        self.image_label3_block1 = tk.Label(block1) 

        self.image_label3_block1.pack(side=tk.LEFT, padx=10, 

pady=10) 

 

        select_image_button_block1 = tk.Button(block1, 

text="Choose an image", command=self.load_image_block1) 

        select_image_button_block1.pack(side=tk.LEFT, padx=10, 

pady=10) 

 

        # Dividing line 

        separator1 = ttk.Separator(self, orient=tk.HORIZONTAL) 

        separator1.pack(fill=tk.X, padx=10, pady=10) 

 

        # Block 2: Select image and output 3 images 

        block2 = tk.Frame(self) 

        block2.pack(side=tk.TOP, padx=10, pady=10) 

 

        self.image_label1_block2 = tk.Label(block2) 

        self.image_label1_block2.pack(side=tk.LEFT, padx=10, 

pady=10) 

 

        self.image_label2_block2 = tk.Label(block2) 

        self.image_label2_block2.pack(side=tk.LEFT, padx=10, 

pady=10) 

 

        self.image_label3_block2 = tk.Label(block2) 

        self.image_label3_block2.pack(side=tk.LEFT, padx=10, 

pady=10) 

 

        select_image_button_block2 = tk.Button(block2, 

text="Обрати зображення", command=self.load_image_block2) 

        select_image_button_block2.pack(side=tk.LEFT, padx=10, 

pady=10) 
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        # Dividing line 

        separator2 = ttk.Separator(self, orient=tk.HORIZONTAL) 

        separator2.pack(fill=tk.X, padx=10, pady=10) 

         

        def calculate_histogram(self, image): 

        # Convert the image to black and white 

        gray_image = image.convert("L") 

        # Calculation of the histogram 

        hist_array, _ = np.histogram(gray_image, bins=256, 

range=(0, 256)) 

        return hist_array 

 

        def plot_histogram(self, hist_array, label_widget): 

        plt.clf() 

        plt.bar(range(len(hist_array)), hist_array) 

        plt.xlabel("Pixel values") 

        plt.ylabel("Frequency") 

        plt.tight_layout() 

 

        # We convert the graph into a Tkinter image 

        plt_img = 

Image.fromarray(np.uint8(plt.gcf().canvas.renderer._renderer), 'RGB') 

        plt_tk = ImageTk.PhotoImage(plt_img) 

 

        label_widget.config(image=plt_tk) 

        label_widget.image = plt_tk 

        # Unit 3: Entering patient data and buttons 

        block3 = tk.Frame(self) 

        block3.pack(side=tk.TOP, padx=10, pady=10) 

 

        tk.Label(block3, text="Name:").grid(row=0, column=0, 

sticky=tk.W) 

        self.full_name_entry = tk.Entry(block3) 

        self.full_name_entry.grid(row=0, column=1, padx=10, 

pady=5) 

 

        tk.Label(block3, text="Gender:").grid(row=1, column=0, 

sticky=tk.W) 

        self.gender_entry = tk.Entry(block3) 
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        self.gender_entry.grid(row=1, column=1, padx=10, pady=5) 

 

        tk.Label(block3, text="Date of birth:").grid(row=2, 

column=0, sticky=tk.W) 

        self.birth_date_entry = tk.Entry(block3) 

        self.birth_date_entry.grid(row=2, column=1, padx=10, 

pady=5) 

 

        tk.Label(block3, text="Address:").grid(row=3, column=0, 

sticky=tk.W) 

        self.address_entry = tk.Entry(block3) 

        self.address_entry.grid(row=3, column=1, padx=10, pady=5) 

 

        select_patient_button = tk.Button(block3, text="Select a 

patient", command=self.select_patient) 

        select_patient_button.grid(row=4, column=0, padx=10, 

pady=10) 

 

        show_history_button = tk.Button(block3, text="Display 

research history", command=self.show_history) 

        show_history_button.grid(row=4, column=1, padx=10, 

pady=10) 

 

        decision_support_button = tk.Button(block3, text="Decision 

support system", command=self.decision_support) 

        decision_support_button.grid(row=5, column=0, 

columnspan=2, padx=10, pady=10) 

 

    def load_image_block1(self): 

        file_path = filedialog.askopenfilename(filetypes=[("Image", 

"*.png;*.jpg;*.jpeg;*.bmp")]) 

        if file_path: 

            image = Image.open(file_path) 

            image.thumbnail((200, 200)) 

            image_tk = ImageTk.PhotoImage(image) 

 

            if not self.image1_block1: 

                self.image1_block1 = image_tk 
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self.image_label1_block1.config(image=self.image1_block1) 

            elif not self.image2_block1: 

                self.image2_block1 = image_tk 

                

self.image_label2_block1.config(image=self.image2_block1) 

            elif not self.image3_block1: 

                self.image3_block1 = image_tk 

                

self.image_label3_block1.config(image=self.image3_block1) 

            else: 

                self.image1_block1 = image_tk 

                

self.image_label1_block1.config(image=self.image1_block1) 

 

    def load_image_block2(self): 

        file_path = filedialog.askopenfilename(filetypes=[("Image", 

"*.png;*.jpg;*.jpeg;*.bmp")]) 

        if file_path: 

            image = Image.open(file_path) 

            image.thumbnail((200, 200)) 

            image_tk = ImageTk.PhotoImage(image) 

 

            if not self.image1_block2: 

                self.image1_block2 = image_tk 

                

self.image_label1_block2.config(image=self.image1_block2) 

            elif not self.image2_block2: 

                self.image2_block2 = image_tk 

                

self.image_label2_block2.config(image=self.image2_block2) 

            elif not self.image3_block2: 

                self.image3_block2 = image_tk 

                

self.image_label3_block2.config(image=self.image3_block2) 

            else: 

                self.image1_block2 = image_tk 

                

self.image_label1_block2.config(image=self.image1_block2) 
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    def create_tables(self): 

        # Create the patients table, if it does not already exist 

        cursor = self.conn.cursor() 

        cursor.execute(''' 

            CREATE TABLE IF NOT EXISTS patients ( 

                id INTEGER PRIMARY KEY AUTOINCREMENT, 

                full_name TEXT, 

                gender TEXT, 

                birth_date TEXT, 

                address TEXT 

            ) 

        ''') 

 

        # Create the research_history table, if it does not exist yet 

        cursor.execute(''' 

            CREATE TABLE IF NOT EXISTS research_history ( 

                id INTEGER PRIMARY KEY AUTOINCREMENT, 

                patient_id INTEGER, 

                image BLOB, 

                hist_array TEXT, 

                FOREIGN KEY (patient_id) REFERENCES patients 

(id) 

            ) 

        ''') 

        self.conn.commit() 

 

    def create_widgets(self): 

         ... 

 

    def load_image_block1(self): 

         ... 

 

    def load_image_block2(self): 

         ... 

 

    def calculate_histogram(self, image): 

         ... 
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    def plot_histogram(self, hist_array, label_widget): 

        ... 

 

    def select_patient(self): 

        # Save the patient's data to the database 

        full_name = self.full_name_entry.get() 

        gender = self.gender_entry.get() 

        birth_date = self.birth_date_entry.get() 

        address = self.address_entry.get() 

 

        cursor = self.conn.cursor() 

        cursor.execute('INSERT INTO patients (full_name, gender, 

birth_date, address) VALUES (?, ?, ?, ?)', 

                       (full_name, gender, birth_date, address)) 

        self.conn.commit() 

 

    def save_image_and_hist_to_db(self, image, hist_array, 

patient_id): 

        # Save the image and histogram to the database 

        cursor = self.conn.cursor() 

        cursor.execute('INSERT INTO research_history (patient_id, 

image, hist_array) VALUES (?, ?, ?)', 

                       (patient_id, sqlite3.Binary(image.tobytes()), 

str(hist_array.tolist()))) 

        self.conn.commit() 

 

    def show_history(self): 

         ... 

 

    def decision_support(self): 

         ... 

 

    def __del__(self): 

        # We close the connection to the database when closing the 

program 

        self.conn.close() 

    def select_patient(self): 

        # logic for processing patient data 

        full_name = self.full_name_entry.get() 
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        gender = self.gender_entry.get() 

        birth_date = self.birth_date_entry.get() 

        address = self.address_entry.get() 

        ... 

 

        # An example of outputting patient data 

        print("ПІБ:", full_name) 

        print("Стать:", gender) 

        print("Дата народження:", birth_date) 

        print("Адреса:", address) 

 

    def show_history(self): 

        ... 

        print("History of the patient's studies") 

 

    def decision_support(self): 

        #decision support system 

        ... 

        print("decision support system") 

 

if __name__ == "__main__": 

    app = DiseaseDiagnosisApp() 

    app.mainloop() 
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